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ABSTRACT Computational intelligence and machine learning techniques have been widely considered
for a variety of domains, including financial and data analysis applications. Stock market trading, as a part
of the financial domain, has benefited from these techniques in learning models to forecast the direction
of stock prices. Traders typically rely on these models, trained using historical stock market data, for
monitoring market events to make the right decisions, which can result in more profits while exchanging
stocks. One observed limitation of the practices currently being utilized for learning stock market models
is the use of manually labeled datasets. This reduces the effectiveness of the data labeling and can cause
a lower model prediction accuracy. To address this limitation, this paper proposes an automatic labeling
approach that exploits a metaheuristic search to perform the labeling task for stock market data. The results
of empirical experiments demonstrate that this approach is very promising as it outperforms the current
manual approaches for stock data labeling and achieves higher labeling effectiveness.

INDEX TERMS Automatic labeling, machine learning, metaheuristic search algorithms, stock data labeling,
stock market trading.

I. INTRODUCTION
The recent advancements in computational intelligence tech-
niques have led to their wide adaptation for a variety of
domains, including the financial analytics domain, typically
known as FinTech. Stock market trading, as an instance of
FinTech applications, has benefited from emerging technolo-
gies in artificial intelligence (AI) and machine learning (ML)
to assist financial institutions and stock investors make the
right decisions [1]–[3], [13]. Conventionally, the stock trad-
ing process involves the frequent monitoring of market events
and the movement of stock prices to find good probabilities
for purchasing stocks at low prices, and then making profits
by selling them at high prices. The process is time-consuming
and requires stock traders and investors to conduct extensive
research to locate potentially profitable stocks. Consequently,
traders typically spend several hours a day monitoring stock
movements. However, by leveraging ML models to forecast
the stock price directions, stock investors can rely on these
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models to predict whether a stock price will go up or down
the next day. This makes the trading process timely and
potentially profitable [4]–[7].

Typically, the models used for stock market prediction
tasks are trained using large sets of historical stock market
data to predict the price movements. One underlying chal-
lenge to the production of these huge datasets is having meth-
ods to label the data effectively as the accuracy of the learned
models is dependent on the quality of the generated datasets.
Although several approaches have been proposed to address
this challenge (e.g., in [11]–[13]), many of the approaches
are manually realized. In this study, we aimed to address the
limitations of the currently used labeling methods by defin-
ing the stock data labeling task as an optimization problem.
To this end, we first examined several solutions to these
problems by employing known classic metaheuristic search
algorithms, including hill-climbing [16], [17] and simulated
annealing [19]–[21]. Subsequently, we formulated a proposed
general framework for automatic labeling that utilizes on
these optimization algorithms. Using a case study for the
automatic labeling of the Saudi StockMarket (Tadawul) data,
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this approach is shown to be very effective for this task.
This is because it improves the labeling performance by over
80% increase in comparison to the currently used manual
approaches.

The remainder of this paper is organized as follows.
Section II provides an overview of the learning problem to
predict the stock price direction while focusing more on the
current manual approaches used for labeling the datasets for
this task. Section III describes a general framework for auto-
matic labeling considering two classic metaheuristic search
algorithms and explains how they can be applied. Section IV
presents a case study to evaluate the proposed approach using
Saudi StockMarket data and provides an analysis and discus-
sion of the results. Finally, Section V concludes the paper by
summarizing the main contributions followed by the future
directions of research work.

II. BACKGROUND
ML methods have been widely adopted to forecast the direc-
tion of stock market prices [1], [13]. This is achieved using
a variety of ML algorithms such as decision trees [2], [3],
support vector machines (SVMs) [4], [5], [7], and artificial
neural networks (ANNs) [4], [6], [8], [9]. These algorithms
generate models that are trained on datasets that represent
domain-specific features and labels extracted from past stock
trading periods [10], [11]. The learned models are then used
to forecast the future stock directions. For example, the mod-
els can predict whether a stock price will go up or down the
next day. Examining these learners is beyond the scope of this
paper; however, this topic will be reviewed for clarity when
defining the data labeling problem. Normally, the datasets
that are utilized to learn these models are represented as
shown below.

Fi =



t1 f1,1 f1,2 f1,3 . . . f1,m
t2 f2,1 f2,2 f2,3 . . . f2,m
t3 f3,1 f3,2 f3,3 . . . f3,m
...

...
...

...
. . .

...

tn−1 fn−1,1 fn−1,2 fn−1,3 . . . fn−1,m
tn fn,1 fn,2 fn,3 . . . fn,m



Y i =



y1
y2
y3
...

yn−1

yn


Here, Si = [FiY i] (the merging of the two matrices

Fi and Y i) can be considered an entire dataset for stock
i, where the size of this set corresponds to a consecutive
time series of length n (e.g., n days). A row in the dataset
represents a data instance that consists of a vector of features[
fx,1 fx,2 fx,3 . . . fx,m

]
and a target label yx. Each feature

f x,y captures a single property of stock i for a given time tx.
It usually represents a statistic about stock i on a given day
(e.g., opening price and closing price) or a technical indicator

(e.g., moving average, MACD, RSI, and ADX) capturing a
trend about the stock that is computed based on the previous
stock prices and volume values (see [10], [11] formore details
about these technical indicators).

The labels in Y i indicate the expected direction of the stock
price and they are used as the target values for learning. For
instance, assuming that this is a binary classification problem,
label yx ∈ {UP,DOWN} can be used to indicate whether the
stock price will move up or down for the following day. For
the multi-classification problems, yx can be used to indicate
a decision on whether to purchase, sell, or keep monitoring
the price of the stock for the following day (hence, yx ∈
{BUY,SELL,MONITOR}). This formulation is generalized
beyond daily trading periods as an instance of the dataset that
can be used to represent stock movements per hour or per
minute within a given time frame (e.g., a day, a week, or a
month).

A. PROBLEM FORMULATION
Considering the previous formulation, one underlying chal-
lenge is having an adequate scheme for generating the
labels that are needed for learning stock prediction models.
A method is required to maximize the effectiveness of the
generated labels in terms of the profits and losses for a given
time. However, this method should be feasible when consid-
ering the constraints in computational and storage resources.
Thus, this study defines the stock market data labeling prob-
lem as follows. Given a dataset for stock i (unlabeled) with a
time of length n, this study seeks to label this dataset in such
a manner that the generated labels, which are represented by
the vector Y i =

{
y1, y2, y3, . . . , yn−1, yn

}
, can maximize

an objective function f on the data for stock i.
Assuming that there are k potential values for a given label,

the problem is reduced to finding the best sequence of labels
of length n while maximizing the objective function f . It is
an NP-hard problem in which determining the best solution
(i.e., the optimal sequence of the labels) requires examining
kn potential solutions [15]. By having very low n and k
values, this problem is managed through the application of
an exhaustive search; however, as the values of these two
parameters increase, these solutions may become unrealistic
and infeasible.

One potential solution to our stock data labeling problem
is to conduct a fully manual labeling process by relying on
human annotators, which is a common strategy for different
ML tasks. Typically, this is achieved by conducting user
studies where the human assessors and domain experts are
asked to annotate each data instance that satisfies the prede-
fined criteria. For instance, assume that we are conducting
multi-class labeling for a given stock (e.g., the labels are
BUY, SELL, MONITOR, as explained above). Hence, each
assessor is demonstrated with a chart that shows the move-
ment of the stock for a specific time frame. The assessor
is then asked to identify the potential buying and selling
points from the chart (Figure 1 below illustrates this process),
and then each instance is annotated with a suitable label.
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FIGURE 1. Illustration of the fully manual process to identify the buying, monitoring, and selling points with green, blue, and red
arrows, respectively. The figure was produced by a commercial tool for Saudi stocks trading.

This solution seems to work well for a different category
of ML tasks [14]. Nevertheless, because of the volume and
velocity in which the stock data are produced, considering
such a strategy is becoming difficult and labor-intensive, thus
making it impractical and non-scalable for large stock data.

Several attempts have been made to automate this task,
as demonstrated in previous studies [11], [12], [27], [28].
In particular, the researchers have proposed annotating the
data instances by defining a sliding window with a size of w
days. Subsequently, each instance (e.g., a day in the dataset)
is annotated based on the accumulated returns (the sum of
the daily change in the stock price) for the next w days [11].
In other words, the labeling of a data instance is performed
based on a specified threshold v value and the accumulated
stock price change for a window in the following days.
Although this strategy is broadly applied in the literature,
one of its disadvantages is the need to manually fine-tune
the w and v values on a target dataset. For instance, in [27],
the authors found a window size of four to be a good estimate
for this parameter, whereas [28], [11], and [12] suggested
five, 20, and 11, respectively, to be more suitable window
size values. Throughout this paper, this method is referred to
as the manual labeling strategy because of the manual effort
involved in setting of the two parameters w and v.

Alternatively, we propose a more attainable solution than
the latter two. By considering the underlying labeling prob-
lem in this paper as an optimization problem, the application
of metaheuristic search algorithms is proposed. This includes
applying hill-climbing and simulated annealing to annotate
the stock data. Later, these algorithms are described in terms
of how they are applied to address this problem, and then
they are assessed by comparing them to the manual labeling
approaches.

B. METAHEURISTIC SEARCH ALGORITHMS
Metaheuristic search algorithms are a category of algorithms
that are adopted to tackle various optimization problems

spanning a wide range of domains, including engineering
design and computational intelligence domains. In these
problems, locating an optimal solution or sub-optimal solu-
tion to a given problem can be a difficult task as the size of
the search space of the potential solutions can grow rapidly
compared to the increase in the input size of the prob-
lem (i.e., exponential growth or beyond) [29]. This makes
applying exhaustive search by exploring all the potential
solutions in the search space of a problem infeasible given
the constraints of computational resources. This limitation
is overcome by applying metaheuristic search algorithms
that provide strategies for guiding the search process to
explore large spaces of candidate solutions in an efficient
manner.

There are several metaheuristic search approaches, such as
hill-climbing [16], simulated annealing [19], tabu search [30],
and genetic programming [31]. In this study, we con-
sider two algorithms: hill-climbing and simulated anneal-
ing [16], [19], [29]. The simplicity of both algorithms (i.e.,
few parameters need to be tuned) yet their effectiveness
in finding optimal and sub-optimal solutions, as shown
in [18], [20], [22], make them very attainable for the stock
data labeling problem. We surmise that other metaheuristic
approaches such as genetic algorithms can be used as well
to optimize our underlying problem, however that is left for
future exploration.

The two algorithms, hill-climbing and simulated anneal-
ing, are applied throughout an iterative process that seeks to
locate solution that is an improvement to a current explored
solution [18]. Hill-climbing typically starts with a random
state, then it moves to the best neighboring state maximiz-
ing a given objective function f , and it continues until no
neighboring state is better than the current solution. How-
ever, this property of hill-climbing makes it susceptible to
getting stuck in a local optimum solution, hence it is not
guaranteed to find global optimum solutions [17], [18]. One
way to avoid this limit is by applying random restarts in
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FIGURE 2. Illustration of the respective metaheuristic search procedure for finding solutions to optimization problems by the two algorithms:
hill-climbing (left flowchart) and simulated annealing (right flowchart).

which the algorithm is executed for several rounds and stops
when no more improvement is observed beyond the best
solution.

Simulated annealing, on the other hand, escapes the local
optimum states by allowing some random moves (i.e., ran-
dom walks); however, over time, the frequency of these
moves is reduced using the notion of temperature and cooling
scheduling (i.e., more frequent moves when the tempera-
ture is warm and less frequent moves as the temperature
cools) [18]. Simulated annealing has been shown to converge
to the global optimum [20]. The detailed search and optimiza-
tion procedure for each of the two algorithms is illustrated
in Figure 2. Later, in Section III, we describe how both
hill-climbing and simulated annealing are applied to generate
optimum labeling sequences for stock market data.

III. PROPOSED METHODOLOGY
The underlying problem of this study concerns finding a
sequence of labels Y i =

{
y1, y2, y3, . . . , yn−1, yn

}
(yx

can have one of the potential values for k) that maxi-
mizes an objective function for the given stock data. For
simplicity it is assumed that k = 3 such that yx ∈
{BUY,SELL,MONITOR}. It is also assumed that daily trad-
ing is considered; thus, Y i represents labels for n consecutive
days. For more efficiency, this study proposes to explore the
adaptation of two search algorithms, hill-climbing and simu-
lated annealing, and it applies them in a divide-and-conquer
manner. The general framework of this approach is defined
as follows.

Step 1 (partitioning) For a given dataset for stock i with
successive time series that has the size n (e.g., n days), it is
divided into n

l equivalent partitions, where l is the length of a
single partition (note that the data for an entire year could be
divided into partitions that each represents a month).

Step 2 (initialization). For each partition, a corresponding
sequence of labels is generated by randomly assigning label
values to one of the three values: {BUY ,SELL,MONITOR}.
For instance, if a single partition represents the days
within a month period (e.g., the partition size is 30),
the randomly generated sequence of labels could look like
{MONITOR,SELL,SELL,BUY ,MONITOR, . . . ..,BUY}.
This is performed by representing this sequence as a vector
of integer values where each element in this vector is in the
set of (1, 2, and 3) which corresponds to BUY, SELL, and
MONITOR labels, respectively. Thus, each element in the
vector is initialized by randomly generating a value between
1 and 3 (inclusive). Note that because of this formulation,
the boundaries for the generated solutions will be vectors
of length l (e.g., 30) such that {1, 1, 1, 1,1, . . . ..,1},
a vector of all BUY labels, represents the lower bound for the
generated solution whereas the vector {3, 3, 3, 3,3, . . . ..,3},
a vector of all MONITOR labels, is representing the upper
bound.

Step 3 (search and optimization) Apply a metaheuristic
search algorithm (e.g., hill-climbing or simulated annealing)
to each partition and use the randomly generated labels from
Step 2 as the initial values. The objective function f is max-
imized on that partition considering a feature value for the
corresponding partition (e.g., using the closing price for the
consecutive days as a feature).

Step 4 (aggregation) Aggregate the n
l sequences and merge

them into a single labeling sequence while maximizing the
objective function f on the partitioning boundaries. Hence,
the dataset for n days is ready and labeled.

Steps 1 and 2 are followed by specifying the value of l; they
split the data according to l, and then it generates an initial
set of labels that are random for each split. For the remaining
steps, a further explanation is provided later in this section,
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but first, the objective function used in this study is defined
below.

A. OBJECTIVE FUNCTION FOR STOCK DATA LABELING
To design an effective function for labeling stock data,
the objective function should accurately model the goals of
short-term and long-term investors while exchanging stocks.
Clearly, investors intend to maximize their profits and mini-
mize the instances for making losses. Thus, this goal should
be achievable in that maximizing the value of the objec-
tive function correlates with maximizing the goals for stock
traders and investors. In this paper, we present a simple way
to model this goal as in the objective function shown in
Equation (1).

The function f is applied on a sequence of labels given
their corresponding stock prices (e.g., the closing price) and
it computes the accumulative profitability of that sequence
assuming that an entire stock trading process is performed
following the labels in that sequence. To evaluate a given
sequence of labels using f , one first needs to extract each
buying–selling pair from the same sequence (i.e., look for
each BUY followed by SELL in the sequence and consider it
as a pair), match them with their corresponding stock closing
price (i.e., extract the price of BUY and SELL in a pair), and
then compute the value of f . Note that a given sequence of
labels Y i consists of the buying–selling regions to simulate
entering a stock, holding it, and then exiting the stock by
selling it. Equation (1) is defined as follows:

f (P) =
∑|P|

j=1

(
SP j − BP j

)
(1)

P is a set of pairs that represent stock buying and selling
prices that correspond to the buying–selling regions in a
labeled sequence, i.e., P = {(BP1,SP1) , (BP2,SP2), . . .
(BP|P|,SP|P|)}. BP1 is the price of the stock at the first
occurrence of the BUY label in the sequence Y i, whereas SP1
is the price of the stock at the first occurrence of the SELL
label after BP1. Note that this formulation does not account
for any BUY label succeeding BP1 and comes before SP1 (or
any SELL follows SP1). This simulates an investor’s action
of entering and exiting stocks at the earliest opportunities;
thus, any pair BP j,SP j is computed based on the labels
succeeding the pair BP j−1,SP j−1. The function provides a
good estimate of how well a sequence of labels is obtained
by computing the accumulative profits/losses for a given
sequence of labels. Hence, the sequence with the highest
f value should be the best for labeling the stock data that
correspond to this sequence.

A more realistic model of stock trading than Equation (1)
can be formulated by averaging the stock buying price at mul-
tiple points instead of the first one. This is done to simulate a
more conservative trading scheme in which an investor enters
a stock during several points of the BUY labels (i.e., splitting
the risk of buying at several points instead of one) and then
exits by selling at the earliest point. Equation (2) describes

this model:

f (P) =
∑|P|

j=1

{
SP j −

(∑
t∈BPj

BP j,t
|BP j |

)}
. (2)

Here, P is represented and defined as the following set:{(
BP1,1,BP1,2, ..,BP1,t ,SP1

)
, .., (BP|P|,1,BP|P|,2, ..,

BP|P|,t ,SP|P|)
}
. Therefore, f is computed based on an aver-

age of the several consecutive buying price points followed
by a single selling point for all buying–selling regions in the
sequence Y i, as shown in P above. In addition, f can be
further extended to model taking some risk while selling a
stock (i.e., exiting a stock at multiple selling points instead of
one), as demonstrated in Equation (3).

f (P)=
∑|P|

j=1

{(∑
t∈SPj

SP j,t
|SP j |

)
−

(∑
t∈BPj

BP j,t
|BP j |

)}
,

(3)

B. LABELING WITH HILL-CLIMBING
By having a partition of labels with the initially assigned
values, these were randomly generated as described in Step 2
above. A hill-climbing algorithm [16], [17] was applied to
search for an optimum labeling sequence that maximizes the
objective function f . The procedure used in the hill-climbing
algorithm for the labeling of stock data is as follows.

Step 1. Start with an initial sequence of labels I .
Step 2. Generate set S with all the neighbors of I . This

can be performed by permuting the value of each label in
sequence I with one of the labels BUY, SELL, and MONI-
TOR (if I has a length of n, then this roughly generates 2n
distinct neighbors for I).

Step 3. Evaluate the neighbors on the objective function f ,
then find the neighbor with the highest value, assuming it
is I′.
Step 4. If the fitness value of f on I′ is higher than I , then

assign I = I′ and go to Step 2 again; otherwise, return I as
the optimum labeling sequence.

As described in Section II.B, the greedy nature of the
hill-climbing algorithm imbues it with the potential of escap-
ing the global optimum by being stuck in a local optimum
point [17], [18]. It may also fail to find a solution beyond
its initial state. To avoid this, this study considered applying
a hill-climbing algorithm with random restarts [18] in which
the algorithm could be executed for a fixed number of rounds.
During each round, a sequence of initial values different
from those in the previous rounds is started. This procedure
proceeds until there is no change in the returned solution for
several rounds or until the maximum number of rounds is
reached.

C. LABELING WITH SIMULATED ANNEALING
Simulated annealing (SA) [19]–[21] is yet another algorithm
that can be used to find a labeling sequence that maxi-
mizes the objective function f . Compared to hill-climbing,
SA escapes the local optimum points by allowing some ran-
dom moves to the neighboring sequences (see Figure 2 for
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more details). However, over time, the frequency of these
moves gradually decreases. This is maintained by the prin-
ciple of the initial starting temperature and cooling sched-
ule [18], [21]. The application of simulated annealing to a
partition of stock data is accomplished via the following
steps.

Step 1. Start with a temperature T = T0 and with an initial
sequence of labels I .
Step 2. If T equals 0, then I is returned as the optimum

labeling sequence.
Step 3. Randomly select one neighbor of I from the set S

(containing all the neighbors of I) and assume that this neigh-
bor is I′.
Step 4. Assume that 1E is the fitness value of f on I (the

fitness value of f on I′).
Step 5. If 1E is higher than 0, then assign I = I′;

otherwise, assign I = I′ with a probability value of p = e
1E
T .

Step 6. Decrease the temperature by assigning T = αT ,
then move to Step 2 again.

The parameters T0 and α in the algorithm above are used
to control the speed at which the temperature T is decreased.
If T is decreased sufficiently slowly, it is guaranteed to con-
verge to a global optimum [20]. It has been hypothesized
that a hill-climbing algorithm with enough random restarts
can be as good as applying simulated annealing [18], [22].
This hypothesis is examined later while considering the stock
data.

D. AGGREGATION OF THE LABELED PARTITIONS
As indicated in Step 1 in the general framework, the long
sequence of n consecutive periods is divided into n

l partitions,
and each one is maximized using either hill-climbing or
simulated annealing. This is applied to speed up the opti-
mization process, especially when dealing with very long
periods. To aggregate those partitions back after generating
a sequence of corresponding labels for each, the following
process is applied. The partitions are combined according to
their timely order, and hill-climbing (with random restarts)
is applied again, but this time, only the boundary points of
those partitions are maximized. For instance, if a sequence is
split into three partitions, then it can be merged by combining
the partitions and applying hill-climbing by permuting the
values of the four labels that occur at the end of each partition
and the start of the next partition. This step is needed to
guarantee consistency across the entire sequence and perhaps
to maximize the objective function of this sequence even
further.

IV. EVALUATION: A CASE STUDY WITH THE SAUDI
STOCK MARKET
This section reports and examines the experiments conducted
for the automatic annotation of the stock market datasets.
The experimental settings are described, which include the
dataset and choices made in the experiments. The results of
the experiments are then presented and compared with the
manual labeling approaches adopted in previous work.

A. EXPERIMENTAL SETTINGS
This study used the Saudi Stock Market (Tadawul) dataset,
which is publicly available in [26]. It contains daily historical
data, from 1994 to the end of 2017, for over 200 companies
listed in the Tadawul market, as well as the data for the TASI
market index (the main index for the Saudi Stock Market).
Each instance in the dataset is represented by the following
attributes: the stock identifier, date, opening price, closing
price, high price, low price, and volume. This study fol-
lowed automatic andmanual labeling procedures on the entire
dataset using the daily closing price as the main feature. For
demonstration purposes, this paper reports only the results
for the TASI index (1010) and three companies: Alrajhi
Bank (1120), Sabic (2010), and Nadec (6010) (two large
companies and one mid-sized company, respectively). This
study implemented the labeling procedure for the two algo-
rithms, hill-climbing and simulated annealing, as described
in Section III, using the Java programming language. The
experiments were conducted on a standard Intel 3.2 GHz
CPU with 8 GB of RAM and running the Mac operating
system. The function described in Equation (2) was used as
the objective function for both algorithms. For hill-climbing,
the random start value was set to cn, where n is the length
of the sequence that was being optimized, and c is a tunable
parameter to maximize the convergence of the algorithm
(it was tuned from 1 to 100). For simulated annealing, for
simplicity, T0 was set to a constant value (i.e., 100), and α
was set such that α = 1 − 1

cn where c is tuned to control
how slowly the temperature is decreased, which leads to the
convergence of the global optimum labeling sequence (the
value of c was tuned between 1 and 1,000). Notably, this
study considered the data instances that correspond to a single
year as a dataset for the years from 2014 to 2017. Because
this approach is performed in a divide-conquer manner by
splitting the data into smaller partitions, each dataset was
split into 12 roughly equivalent partitions, and then it was
merged back after applying the optimization search for each
partition.

To compare the proposed automatic labeling with man-
ual labeling as explained in Section II.A, this investiga-
tion implemented a manual labeling procedure as described
in [11], [12]. In addition, to achievemore consistencywith the
automatic labeling, the function defined in Equation (2) was
used. The manual labeling procedure relies on two parame-
ters, the window sizew and threshold v; thus, both parameters
can be tuned by setting their values in such a manner that
maximizes the effectiveness of the objective function for each
dataset (w is tuned from 4 to 20 and v from 0.01 to 0.05, and
the values that maximize the function for a given dataset were
chosen).

B. RESULTS AND ANALYSIS
This study was conducted to examine the effectiveness of
automatic labeling using a metaheuristic search when it is
applied to stock market data. In addition, this investigation
sought to evaluate the performance of the proposed approach

110498 VOLUME 9, 2021



M. Alsulmi: Reducing Manual Effort to Label Stock Market Data

in comparison to the approaches included in prior work.
Thus, this study attempted to answer the following research
questions.

RQ1:Whether automatic labeling based on themetaheuris-
tic search is more effective than manual labeling, which is
widely adopted in the literature.

RQ2: Whether partitioning the datasets (i.e., a divide-
and-conquer version of the approach) while applying a search
for the optimization has a performance impact in comparison
to applying no data partitioning.

RQ3: Whether there is a noticeable difference between the
two algorithms, hill-climbing and simulated annealing, while
considering the task of labeling the stock data.

1) RQ1: COMPARISON WITH MANUAL LABELING
This investigation first addressed the question of whether
automatic labeling is more effective than manual label-
ing, which was adopted in the previous studies [11], [12],
[27], [28]. Table 1 shows the performance results of the auto-
matic andmanual labeling for four stocks: TASI (1010), Alra-
jhi (1120), Sabic (2010), and Nadec (6010) using the value of
the objective function as the main evaluation metric (i.e., the
accumulative profitability in %). The results include the daily
trading instances for four years of the dataset (excluding holi-
days and weekends). Note that for both automatic algorithms,
the reported values were averaged over 20 trials.

As Table 1 indicates, automatic labeling that uses an
optimization search is far better than labeling with manual
approaches. This is true, even when the parameters for man-
ual labeling w and v are maximized for each dataset. Consid-
ering the averages of both algorithms for automatic labeling,
the improvement over the manual approach is noticeable,
ranging between a 63% to 106% increase in effectiveness (on
average, automatic labeling leads to an improvement of more
than 80%). By conducting hypothesis testing with a pairwise
one-sided t-test, it can be observed that this improvement
is statistically significant for both algorithms, where p <
0.0001. Themanual labeling procedure can be executed faster
than both automatic labeling algorithms (the slowness of
both algorithms is due to the optimization step). Despite this,
applying a partitioning-based version of these algorithms still
delivers an acceptable execution time, which is no more than
1.3 K milliseconds for each data instance in Table 1. Thus,
the minimal increase in the execution time can be tolerated
as more gain for the labeling effectiveness is delivered.

We also analyzed the resulting labels from each of the
approaches to examine the distribution of the labels for the
following three categories: BUY, SELL, and MONITOR.
Table 3 presents the results by considering the generated
labels for all the datasets. Table 3 shows that hill-climbing
and simulated annealing have a comparable distribution of the
three categories, with no one category dominating the other
categories. More labels were observed as assigned to SELL
and MONITOR (almost evenly distributed between the two),
while the remaining labels are assigned to the BUY category.
Nevertheless, for manual labeling, almost half of the labels

are assigned to the SELL category, whereas very few labels
(i.e., less than 20%) are assigned to BUY. This may make the
data labeled manually inadequate for stock prediction tasks
(owing to the unbalanced classes); therefore, data must be
balanced before applying learning.

We further analyzed how well each labeling approach is
in capturing the movements and trending events of stocks
by looking into the resulting labels from these approaches.
Figure 3 illustrates the results by plotting the stock price for
the entire period of four years and highlighting each data
instance with either BUY, SELL, or MONITOR labels for
Alrajhi (1120) stock. From Figure 3, we see that indeed auto-
matic labeling with either hill-climbing or simulated anneal-
ing correlates very well with the movements of a stock price
and results in accurate labels reflecting the stock trending
events. It outperforms manual labeling by being able to detect
short trading periods and label them with their correct labels
(e.g., looking at the first 50 days of 2014, manual labeling
failed to detect several buying opportunities and labeled them
with SELL and MONITOR only). Overall, the analysis per-
formed in this study suggests that automatic labeling is indeed
more effective than manual labeling because it generates
datasets with higher labeling effectiveness; therefore, they
can be more suitable for ML tasks.

2) RQ2: PARTITIONING VERSUS NO PARTITIONING
Further, this study addressed the question of whether a divide-
and-conquer version for this approach, which was performed
by splitting each dataset into smaller partitions and applying
optimization to each partition, is more effective than apply-
ing optimization with no data partitioning. Tables 1 and 2
present the results of the two cases. By observing the
results from both tables, there is a slight improvement in
the non-partitioning case over data partitioning. More specif-
ically, in terms of the labeling effectiveness, the improve-
ment, on average, is no more than 4% for hill-climbing and
simulated annealing, but this improvement is statistically sig-
nificant. This suggests that although the difference in effec-
tiveness between the two cases is minimal, it is consistent
across all the datasets reported in Tables 1 and 2.

In terms of the efficiency of both cases, the outcomes are
slightly different. By conducting a small-scale study where
the execution times of the two versions of the algorithms are
compared, it seems that labeling with data partitioning has
a noticeable advantage because it is approximately 11 times
faster than labeling without partitioning the data. It can be
observed that the hill-climbing algorithm takes about 1.3 K
milliseconds to label a given dataset if the data are partitioned,
whereas it takes over 14 K milliseconds if no partitioning
is applied. This analysis suggests that there is a tradeoff
between the effectiveness and efficiency for automatic label-
ing because gaining has more effectiveness in labeling, which
has some associated costs. Thus, although there is a slight
improvement in the case of labeling without partitioning the
data, it can be traded for a greater increase in the speed of the
labeling procedure execution.
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TABLE 1. Effectiveness results for the automatic labeling (with data partitioning) and manual labeling approaches. Bold-faced values indicate the
approach that results in the best labeling sequence and earned the highest value on the objective function.

110500 VOLUME 9, 2021



M. Alsulmi: Reducing Manual Effort to Label Stock Market Data

FIGURE 3. Resultant labels for the Alrajhi (1120) stock datasets (from 2014 to 2017) with Buy, Sell, and
Monitor labels using automatic labeling (hill-climbing and simulated annealing), and manual labeling.

VOLUME 9, 2021 110501



M. Alsulmi: Reducing Manual Effort to Label Stock Market Data

TABLE 2. Effectiveness results for automatic labeling (no data partitioning). Bold-faced values indicate the approach that results in the best labeling
sequence and earned the highest value on the objective function.

110502 VOLUME 9, 2021



M. Alsulmi: Reducing Manual Effort to Label Stock Market Data

TABLE 3. Distribution of the generated labels among BUY, SELL, and
MONITOR for each labeling approach.

3) RQ3: HILL-CLIMBING VERSUS SIMULATED ANNEALING
Lastly, this investigation attempted to address the question
of whether there is a major difference between the two
optimization algorithms considered in this study when it is
applied to label stock data. Generally, it is believed that
hill-climbing with random restarts is as effective as simulated
annealing when it is used to solve a variety of optimization
problems [18], [22]. Some other factors may affect the perfor-
mance of these algorithms, such as how the parameter values
of the algorithms are assigned. Several techniques have been
introduced to guide the setting of the initial temperature
parameter value T0 [23] for simulated annealing, as well as
some suggestions on how the temperature reduction sched-
ules [24], [25] are initialized. Nevertheless, for simplicity and
to allow easy comparison between the two algorithms, this
study tuned the parameters of the two algorithms as indicated
in Section IV.A, (tuning c for hill-climbing shows no impact
when it is set to a value more than one, whereas for the
simulated annealing, the improvement stops as the c value
reaches 1,000).

The results reported in Tables 1 and 2 suggest that both
algorithms are comparable for stock labeling tasks. In fact, for
some instances, the first algorithm outperforms the second,
whereas for some other instances, the second outperforms the
first (the difference between the two algorithms is statistically
significant for Table 1, and it can be noted that some are con-
sistent but there is a very minor improvement in hill-climbing
as shown in Table 2). Moreover, by looking at Figure 3,
it can be noticed that the two algorithms appear to result in
almost identical labels for the period of four years. Therefore,
a similar conclusion can be drawn to that reported previously
in the literature [18], [22], in that if the parameters for the two
algorithms are finely tuned, they tend to act similarly.

V. CONCLUSION
Various manual approaches have been proposed for the stock
data labeling problem. They are widely utilized in the liter-
ature to label stock datasets, which are then used in training
models for predicting stock movements in future times. This
study defined the stock data labeling problem and formulated
it as an NP-hard problem. An automatic labeling solution
was then proposed that uses metaheuristic search algorithms
such as hill-climbing and simulated annealing. This solution

demonstrates that it is very promising and outperforms man-
ual approaches with high effectiveness.

One limitation of this study is that it does not address
the question of whether the improvement in labeling effec-
tiveness will correlate into higher prediction accuracy when
learning ML prediction models using the data labeled with
this automatic approach. Therefore, the future directions of
our research will address this limitation and include the con-
ducting of further analyses of this approach. More specifi-
cally, the resulting labeled datasets from this approach will
be used to train the ML models to predict the future stock
movements and then their performance in terms of profitabil-
ity and making higher investment returns will be evaluated.
We are optimistic that the conclusions drawn from this study
will aid in the stock movement prediction learning task.
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