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BP neural network-based early warning model for 
financial risk of internet financial companies
Xiaoling Song1, Yage Jing2 and Xuan Qin1*

Abstract:  We built an early warning model for financial risk using a back propagation 
neural network. To this end, the financial data of 136 listed Internet financial compa-
nies in the People’s Republic of China were selected, spanning from 2010–2019, as the 
sample for the empirical test. We categorized the financial status of enterprises as 
either “healthy” or “early warning” by the K-means clustering algorithm. Furthermore, 
factor analysis was performed to obtain seven common factors for building the early 
warning model. Overall, we confirmed the model’s excellent comprehensive accuracy 
and prediction efficiency, with accuracy, precision, recall, and specificity rates of 
99.51%, 99.71%, 99.71%, and 98.30%, respectively. Thus, the model obtained by 
training and simulation using the back propagation neural network algorithm can 
effectively screen enterprises with hidden financial conditions and will not misclassify 
enterprises with good financial conditions. Notably, the misjudgment and omission 
rates are considerably low. The model is highly capable of identifying the financial 
status of Internet financial companies and has good predictive power.
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1. Introduction
Internet finance goes beyond simply using the Internet to operate a traditional financial business; 
it encompasses a new business model and operating structure based on digital technology and 
Internet thinking. Thus, it represents a new era of financial business.

It has been 20 years since the inception of China’s Internet finance industry. While its benefits 
and advantages have been obvious through its development, we are now beginning to see the 
hidden risks rising to the surface as the industry continues to operate and mature. First, Internet 
finance poses the risk of information asymmetry. The remarkable characteristic of the Internet 
industry is virtualization. When the financial industry was introduced to the Internet, its virtualiza-
tion characteristics led to intensified information risk of all business activities. Second, Internet 
finance presents the risk of capital liquidity. Since its liquidity is far less than that of the traditional 
financial industry and the investment period is not equal, it is very easy to break the capital chain, 
and the adverse impact is difficult to predict. Lastly, imperfect laws and policies of the Internet 
finance industry also pose risks that cannot be ignored. Due to the rapid development of the 
Internet finance industry, the improvement of corresponding laws and policies also must occur 
quickly. Therefore, attention should be paid to this risk before the promulgation of relevant laws 
and policies. Indeed, many Internet financial companies have permanently shut down, owing to 
poor management, and recent history is replete with peer-to-peer lending crises, illegal deposit 
absorption, and fraudulent fundraising. In 2020 alone, according to the data from the National 
Enterprise Credit Information Publicity System, the state forcibly suspended 166 financial enter-
prises owing to non-compliance in business management.

Two types of Internet financial companies are listed on the Main Board Market of the Shanghai 
and Shenzhen Stock Exchanges: (i) comprehensive Internet financial companies that started from 
a peer-to-peer platform and developed over the years; (ii) Internet financial companies formed by 
traditional-industry companies through more recent industrial transformation. Internet financial 
enterprises are highly inclusive and absorb extensive social capital. Once operational problems 
cause the enterprise to fall into financial difficulties, the funds of the average investor are 
negatively affected, even endangering the smooth operation of the economy in severe cases. 
Therefore, it is essential to evaluate the financial risk of Internet financial enterprises and establish 
an early warning model of financial risk (from here on, “early warning model”) that conforms to 
national conditions.

An early warning model, which is a monitoring, reporting, and alerting system, quantitatively 
forecasts success levels, probable anomalies, issues, risks, potential bankruptcies, and transaction 
affairs (Koyuncugil & Ozgulbas, 2011). Hence, avoiding or mitigating potential issues could be 
possible through early warning models. Financial statements such as balance sheets and income 
tables providing financial information are utilized in early warning models that are, in essence, 
analysis techniques for identifying current states of financial institutions. Since the 1930s, 
researchers have produced early warning models based on traditional methods and, in more 
recent years, machine learning (G. Li & Farouk, 2021). The outbreak of the US subprime mortgage 
crisis in 2007 aroused the interest of policy makers and scholars in the risk warning model. Risk 
warning models are constructed to warn against financial crisis, thus providing the authorities with 
sufficient time to implement adequate rescue policies to avoid or at least mitigate the adverse 
effects of turbulence. Davis and Karim (2008) use the Logit model, the binary tree model, and the 
checklist approach. The method of expanding macroprudential analysis is proven to be appropriate 
from multiple perspectives. Candelon et al. (2014) proposed building a dynamic risk warning 
model. The new model demonstrates good out-of-sample forecasting ability and is suitable for 
longer forecasting periods, an important advantage from the perspective of policy makers. Some 
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scholars have proposed that it is necessary to build an early warning indicator system for real 
estate investment, and pointed out that real estate sentiment data, as a leading indicator of 
housing activity and housing price index, is closely related (Breden, 2018). After the subprime Davis 
and Karim (2008), Jorion (2009), and other scholars deemed it necessary to build a forward-looking 
risk management framework for financial risk management. The reason for this was that modern 
risk management methods should be guided by the idea that responsible people in an organization 
do not simply wait for bad things to happen. Samitas et al. (2020) combined network analysis and 
machine learning algorithms to construct an accurate prediction of the contagion vulnerability of 
the stock exchange market during shock events and crises. Basse et al. (2022) validated the US 
National Association of Home Builders Index using machine learning that differs from traditional 
financial research methods, providing information that helps financial risk managers develop 
a forward-looking early warning system for U.S. house prices and complementing the concept of 
establishing a forward-looking risk management framework.

One of the earliest models is the univariate model, first proposed by Fitzpatrick (1932), a pioneer 
of research and analysis of early warning of financial risk among enterprises. Later, Beaver (1966) 
refined the univariate model using financial data from an equal number of well-run and financially 
distressed US firms over a 10-year period, from 1954 to 1964. Generally, the univariate model only 
uses one variable to predict the financial status of the enterprise; this method reflects limited 
financial information of the enterprise and does not consider the interaction among different 
financial ratios. Hence, its prediction effect is not significant. Some of the most representative 
studies using the univariate model include Altman’s (1968) famous five-variable Z-score model. 
Altman et al. (1977) optimally designed the ZETA model. A decade later, Aziz et al. (1988) 
constructed a cash flow forecasting model. Based on Altman’s original Z-score model, S. Zhou 
et al. (1996) introduced the concept of cash flow and added flow-related financial indicators to 
establish an F-score model. Zhang et al. (2001) and S. Yang and Xu (2003) combined the Z-score 
model with principal component analysis to construct a principal component prediction model and 
a Y-score model, respectively. The multivariate judgment model incorporates more financial 
information and has a better prediction effect. However, using the least squares method to 
estimate the parameters requires making strict assumptions.

Conversely, in the logistic regression model, multiple linear regression does not require many 
assumptions; it has a wider scope of application across disciplines, making it a popular choice for 
analysis. The two most common logistic regression models are the logit and probit models. Martin 
(1977) first introduced the logistic regression model into the early warning analysis of corporate 
financial risks and found that the prediction accuracy of this model was higher than that of the 
univariate Z-score model. Zmijewski (1984) empirically confirmed the probit model’s high recogni-
tion accuracy for financial crisis, showing that the model could effectively evaluate the financial 
status of enterprises.

In China, scholars have combined the logistic regression method with other methods for the 
analysis of early warning across different industries and fields. Generally, logistic regression is 
paired with principal component analysis or factor analysis (Chen & Guo, 2022; Han & Li, 2010; 
Z. Zhou & Li, 2019). More recently, scholars have combined traditional logistic regression methods 
and algorithms (Fang et al., 2016; G. Yang et al., 2019), which yields a better model discrimination 
rate than when only using logistic regression.

In the next stage of development, we are seeing the application of machine learning to the 
research on building early warning models to predict and assess enterprise financial risk. In 
particular, neural network algorithms stand out for their impressive power. In a novel approach, 
Odom and Sharda (1990) combined the neural network algorithm with the early warning model. 
Compared with other types of early warning models, neural network algorithms have obvious 
advantages in the analysis and prediction of corporate financial status (Blanco Oliver et al., 2015; 
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Geng et al., 2015). In particular, the back propagation (BP) neural network shows excellent 
performance in early warning research (Lee et al., 2005; S. Wu, 2015).

Neural network algorithms are shown to improve model predictions. Tsai (2014) combined 
multiple clustering methods with classification methods for model building. Further, López 
Iturriaga and Sanz’s (2015) neural network model combines multilayer perceptrons and self- 
organizing maps, with a discrimination rate for bankrupt banks reaching up to 96.15%.

Given their results, scholars have continued to innovate early warning models based on neural 
networks. For example, Hosaka (2019) used a convolutional neural network suitable for applying to 
images for financial forecasting, wherein grayscale images represented financial ratios. Hosaka 
used these images to train and test convolutional neural networks and confirmed higher perfor-
mance in bankruptcy predictions.

In Chinese literature, we find a similar trend of applying neural networks to financial forecasting 
for enterprises. Liu and He (2004) confirmed the superior discriminant performance of a BP neural 
network against both logistic regression and the Fisher discriminant method, two traditional early 
warning models. Several studies confirm satisfactory and good prediction results through the use 
of BP neural network algorithms in early warning model experiments across industries and fields 
(G. Yang et al., 2022; H. Zhou et al., 2010; S. Yang & Huang, 2005). We also find a growing 
preponderance of genetic algorithms and particle swarm algorithms in the use of neural network 
models to improve and optimize the model (C. Wu et al., 2018; Song & Chen, 2016).

Over years of development, early warning models have evolved from simple univariate to 
multivariate models, and from applying traditional regression to artificial intelligence. However, 
the neural network is a singularly useful construction because it allows powerful nonlinear proces-
sing and superior mapping. The BP neural network, particularly, is the most widely used neural 
network in the literature. Indeed, in research based on practical problems, BP neural networks and 
algorithms derived thereof have become commonplace in the application of neural network 
models. After optimizations and upgrades, the utilization rate of BP neural networks and the 
various algorithms derived from them reached 80% of all neural network models.

There is a vast corpus of literature on early warning models—they have been improved, opti-
mized, and upgraded through myriad techniques by scholars. Despite the maturity of early warning 
models, there exist few studies that focus on their use in the emerging and rapidly growing 
Internet finance industry. Most current research in this field is concerned with legal supervision, 
and rarely do we see the use of experimental methods to analyze an enterprise’s financial status 
quantitatively and build early warning models for financial risk. We bridge this gap in the literature 
and hope to make a significant theoretical contribution to improving research on the assessment 
and prevention of risk in the Internet financial industry.

This study is structured as follows. The algorithm principle of the BP neural network is discussed 
in Section 1. The early warning indicator, which can comprehensively reflect financial risk con-
structed from the three dimensions of operating risk, cash flow risk, and financing risk is presented 
in Section 2. Section 3 uses the annual financial data of Internet finance companies listed on the 
Chinese stock exchange, spanning a period from 2010–2019. These data will help us construct a BP 
neural network for experimental modeling, simulation prediction, and ultimately building an early 
warning model. Based on the above analysis results, Section 4 draws conclusions and presents the 
research methods that can be further improved in the future to improve current research on the 
Internet finance industry and financial risk early warning field and influence risk prevention of 
China’s Internet finance industry.

This study is the work of an independent research institute and does not include any published 
or written work by any other individual or group, except for what is specifically cited in the article. 

Song et al., Cogent Economics & Finance (2023), 11: 2210362                                                                                                                                         
https://doi.org/10.1080/23322039.2023.2210362

Page 4 of 17



We outline the novelty of our objective below. Since 2013, dubbed “The First Year of Internet 
Finance,” the Internet finance industry has undergone ten years of development. Despite these 
strides, theoretical research on the industry has slowed down, with most scholars narrowing their 
focus to a qualitative analysis of the causes of risk and regulatory models. Quantitative research 
on risk assessment remains scarce. In our study, we build a more applicable indicator system 
aligned with the financial characteristics of the Internet finance industry. To this effect, we employ 
public financial data disclosed in the annual reports of listed companies for modeling experiments 
and thus build an optimal model for the Internet finance industry. We hope that our findings will 
energize interest in assessing and analyzing quantitative risks in this emerging industry. Thus, our 
perspective is innovative.

Most studies on early warning models focus on standards—such as to define whether an enterprise 
in crisis is a Special Treatment (ST) enterprise, an enterprise with an ST mark is identified as having 
problems with its financial status, or that the remaining enterprises are identified as having a good 
financial status. However, there are few listed companies in Internet finance, making it impossible to 
define accurately whether a company is in financial distress only by an ST mark. To overcome this 
challenge, we use K-means clustering to perform unsupervised training division on the financial status 
reflected in the sample data. We accomplish this by relying on the characteristics of the data, 
identifying the data’s internal logic, and classifying the data according to the size of the similarity. 
This method is more scientific and reasonable. Subsequently, we statistically analyze these data by 
combining the K-means clustering and factor analysis with the machine learning method of the BP 
neural network to build a more reasonable model. Thus, our method is innovative.

2. Principle of the BP neural network: standard data envelope analysis
Rumelhart et al. (1986) pointed out that the BP neural network structure comprises three parts: input, 
hidden, and output layers. The algorithm process can be roughly summarized into two steps. The first 
step is the forward propagation of the signal—the sample signal is transmitted unidirectionally along 
the forward sequence of the network structure, enters the network from the input layer, and ends the 
training from the output layer after processing in the middle, hidden layer. This process is irreversible; 
neurons located at the rear cannot conduct backward to those located at the front. The second step is 
the BP of errors, where the error signal is passed unidirectionally along the reverse order of the network 
structure when the result from the output layer differs from the expected result after the previous 
stage of forward propagation training. In this process, the error information enters the network from 
the output layer, and the weights of the previous layer are corrected, in turn, in the middle, hidden 
layer. After repeated experiments, the optimal weights between each neuron are found. Figure 1 
shows the BP neural network structure in a schematic form.

Assume that the number of nodes in the input layer is n, the number of nodes in the hidden layer is l, 
and the number of nodes in the output layer is m. The weight of the input layer to the hidden layer is ωij, 
and that of the hidden layer to the output layer is ωik. The offset from the input layer to the hidden layer 

Figure 1. Schematic diagram of 
the structure of BP neural 
network.
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is aj, and that from the hidden layer to the output layer is bk. Furthermore, the learning rate is η, and the 
activation function is g xð Þ. The activation function uses the Sigmoid function, which is expressed as 
g xð Þ ¼ 1

1þe� x. For a single hidden layer BP neural network, the output of the hidden layer is 

Hj ¼ gð∑n
i¼1ωijxi þ ajÞ i ¼ 1 . . . n; j ¼ 1 . . . lð Þ: (1) 

The output of the output layer is: 

Ok ¼ ∑l
j¼1Hjωjk þ bk j ¼ 1 . . . l; k ¼ 1 . . . mð Þ: (2) 

The expected output is Yk. Subsequently, the error function is: 

E ¼
1
2

∑m
k¼ 1ðYk � OkÞ

2 k ¼ 1 . . . mð Þ: (3) 

Let Yk � Ok be ek. Subsequently, the error function is: 

E ¼
1
2

∑
m

k¼1
ek

2: (4) 

The ultimate goal of the BP neural network is to minimize the error between the output result 
and the expected result to achieve the network’s optimal performance. The gradient descent 
method is used to minimize E, obtain the partial derivative, and calculate the weight adjustment 
formula from the hidden layer to the output layer: 

ωjk ¼ ωjk þ ηHjek: (5) 

The weight correction formula from the input layer to the hidden layer is: 

ωij ¼ ωij þ ηHj 1 � Hj
� �

xi ∑
m

k¼1
ωjkek: (6) 

The bias correction formula from the hidden layer to the output layer is: 

bk ¼ bk þ ηek: (7) 

The bias correction formula from the input layer to the hidden layer is: 

ak ¼ ak þ ηHj 1 � Hj
� �

∑
m

k¼1
ωjkek: (8) 

When the error is smaller than the pre-designed value before the experiment, or the number of 
iterations has reached the pre-designed maximum value, the iteration ends, the training is 
stopped, and the final weights and biases are output.

3. Construction of financial risk early warning indicator system

3.1 Selecting the indicators
Internet finance companies generally have three financial characteristics. First, they have an 
asset-light structure—on the balance sheet, light assets with strong liquidity and less capital 
dominate fixed assets, construction in progress, and other heavy assets in terms of their 
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proportion. Second, their liquidity risk is high. Most Internet finance companies are not large in 
scale and have insufficient funds. Once the financial conditions of the external market weaken, 
companies tend to face a liquidity risk. Therefore, the Internet finance industry has higher 
requirements for cash flow management and liquidity risk control compared with traditional 
industries. Third, Internet finance companies have high and low costs—the cost on income 
statement accounts for a small proportion, whereas the R&D and sales expenses account for 
a larger proportion. Following research by H. Zhou et al. (2010) and S. Wu (2015), we construct an 
early warning indicator system for financial risk of Internet financial enterprises based on the three 
causes of financial risks. These are explained in the subsections below.

3.1.1 Operational risk
Operational risk is mainly caused by a failure in business operations or an inability to meet external 
market demands. We select indicators of operational and innovation capability to reflect the 
operational risks of Internet financial enterprises. Enterprises with strong operational capabilities 
can deploy assets more efficiently to generate higher benefits and avoid operational failures. 
Enterprises with strong innovation capabilities can more keenly perceive changes in the demand 
side, update technology promptly, adjust products, and reduce a mismatch between supply and 
demand.

3.1.2 Cash flow risk
Cash flow risk is mainly caused by a mismatch between corporate cash inflows and outflows. We 
choose the cash capacity index and profitability index to reflect the cash flow risk of Internet 
financial enterprises. Good cash capacity ensures that the company has normal and stable cash 
operation. The cash inflow generated by the daily operation of an enterprise is the most basic cash 
inflow. Thus, strong profitability ensures continuous and stable cash inflow while avoiding the risk 
of a cash flow breakage.

3.1.3 Financing risk
Financing risk is mainly caused by the inability to repay debts of borrowed funds through the 
income generated from the enterprise’s business activities. We select the solvency, profitability, 
growth ability, value creation ability, and equity structure indices to reflect the financing risk of 
Internet financial enterprises. Logically, good profitability, reasonable equity structure, stable 
growth, and value creation ability can help companies obtain high-quality, stable investments. 
Moreover, strong solvency can reduce the risk of a company being unable to repay its liabilities.

3.2 Principles of selecting the indicators
Referring to the research results of X. Li et al. (2023), considering that the risks of Internet financial 
enterprises are affected by many complex factors, this study selects appropriate indicators from 
the following three perspectives. The first principle of selecting an indicator is applicability. The 
Internet finance industry is characteristically different from the corporate industry. It operates 
with few fixed assets but has a high investment in R&D expenditures. When choosing financial 
indicators, we should always pay attention to indicators that can reflect the industry’s 
characteristics.

The second principle is data availability. Internet financial enterprises are still new, and there are 
only a few listed companies. Thus, indicators with complete data should be preferred during 
selection. As the model constructed using the selected indicators should benefit the enterprise’s 
management, investors, and government regulators in decision-making, it should reflect practical 
operability. Thus, it is recommended to choose as many indicators as possible through public 
financial statements. Such financial indicators are readily available in reports.

The third principle constitutes comprehensiveness and diversity. Digital technology is in perpe-
tual evolution and innovation. Internet financial services have thus long broken the shackles of 
traditional financial services and are on a path of diversified development. When constructing the 
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indicator system, we strive to include indicators of more dimensions to reflect this industry 
characteristic. The selected dimensions and indicators offer an independent perspective of analysis 
for examining the financial status of Internet financial enterprises. Thus, the system we formulate 
can reflect the real financial status of the enterprise in the most accurate way possible.

3.3 Indicator system
Based on the above analysis, we select 17 indicators from 8 dimensions of the enterprise— 
solvency, profitability, operational capability, growth ability, cash capacity, value creation capabil-
ity, creativity, and shareholding structure—to construct the indicator system (Table 1).

4. Results

4.1 Data selection and data sources
Currently, 143 Internet finance companies are listed on the Shanghai and Shenzhen Main Board 
Market. We selected the 2010–2019 financial data of these companies; all data are from annual 
financial statements publicly disclosed by the enterprises. After removing companies with a lack of 
data in the early stages and those established late, 136 Internet finance listed companies were 
selected after screening to ensure data integrity. Taking the financial data of the same enterprise 
in different years as an independent sample, experimental data are recorded in 1,360 groups.

4.2 Data preprocessing
The 17 financial indicators in the indicator system of Internet financial enterprises have different 
aspects. Owing to the different nature of each indicator, the dimension and order of magnitude of 
the indicators are often extremely different. Before using the sample data for training simulation, 
to effectively avoid the effect of the original data dimension or order of magnitude difference on 
subsequent training, preprocessing the data and unifying different types of data is necessary. This 
is done for two purposes.

First, when the numerical levels of each index are considerably different, the index with higher 
numerical value will play a prominent role in subsequent experiments if the initial index value is 
directly used for the experiment; this would, in turn, reduce the index band with a lower numerical 
value. Normalization can improve the accuracy of the model and reduce the effect of singular 
samples on the training network.

Second, if the gap among the input samples is considerably large, both gradient calculation and 
updating the step size during network training would become difficult, in turn, hindering the 
network from finding a suitable learning rate to balance singular samples. The normalized data 
improves the overall convergence speed of the model, which then shortens the training time and 
effectively improves the early warning efficiency of the model. There are many methods of data 
normalization, and we use the most common Z-score normalization method.

4.3 Definition and division of financial distress: K-means clustering
In the literature, bankruptcy is often used as the basis for defining the success of business 
operations (see Altman et al., 1977; Altman, 1968; Aziz et al., 1988; Geng et al., 2015; Hosaka,  
2019; Philippe, 2021). However, given China’s national conditions, Chinese scholars generally use 
ST as the distinguishing standard in their research (G. Yang et al., 2019; Guan & Wang, 2016; Han & 
Li, 2010; S. Yang & Xu, 2003; Zhang et al., 2001). Businesses with the ST mark are considered to be 
in financial trouble, while the remaining businesses are considered financially sound. Nevertheless, 
given the nascent rise of China’s Internet finance industry and the small number of listed 
companies, the data are insufficient to support the needs of experimental training. Whether an 
enterprise is in financial distress cannot be decided by only the ST mark. Thus, we use K-means 
clustering to classify whether an enterprise is in financial distress.
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K-means clustering is an unsupervised learning technique that can analyze the characteristics of 
the data and then classify the samples according to their inherent internal structure and similarity. 
Compared with the subjective division that occurs with the ST standard, K-means clustering 
applied to a clustering algorithm is more objective and scientific for defining the financial status 
of an enterprise.

Table 1. Indicator system
First Dimension Specific Indicators Calculation Formula Symbol
Solvency Current Ratio Current Assets/Current 

Liabilities
x1

Quick Ratio Liquid Assets/Current 
Liabilities

x2

Assets and Liabilities Total Liabilities/Total 
Assets

x3

Profitability Net Interest Rate on Total 
Assets

Net Profit/Total Average 
Assets

x4

Return on Equity (ROE) Net Profit/Average Net 
Assets

x5

Earnings per Share (EPS) Net Profit/Weighted 
Average Number of 
Ordinary Shares 
Outstanding in the 
Current Period

x6

Sales Margin Net Profit/Sales Revenue x7

Operational Capability Total Asset Turnover Net Operating Income/ 
Total Average Assets

x8

Accounts Receivable 
Turnover

Net Operating Income/ 
Average Accounts 
Receivable Balance

x9

Current Asset Turnover Net Operating Income/ 
Total Average Current 
Assets

x10

Growth Ability Year-on-Year Growth 
Rate of Total Assets

(Total Assets at the End 
of the Period - Total 
Assets at the Beginning 
of the Period)/Total 
Assets at the Beginning 
of the Period

x11

Year-on-Year Growth 
Rate of Operating Income

(Operating Income of the 
Current Period - 
Operating Income of the 
Previous Period)/ 
Operating Income of the 
Previous Period

x12

Cash Capacity Cash Flow Ratio Net Operating Cash Flow/ 
Current Liabilities

x13

Net Cash Rate of Sales Net Operating Cash Flow/ 
Operating Income

x14

Value Creation Capability Return on Invested 
Capital

Operating Profit Before 
Interest and Taxes/ 
Invested Capital

x15

Creativity R&D Investment Ratio R&D Investment as 
a Percentage of 
Operating Income

x16

Shareholding Structure Shareholding Ratio of the 
Largest Shareholder

Number of Shares Held 
by the Largest 
Shareholder/Total 
Number of Shares

x17

Song et al., Cogent Economics & Finance (2023), 11: 2210362                                                                                                                                         
https://doi.org/10.1080/23322039.2023.2210362                                                                                                                                                       

Page 9 of 17



Repeated K-means clustering and significant analysis of the clustering results reveal that it is most 
appropriate to divide the sample data into four categories. The corresponding p-values of 15 of the 17 
financial indicators are lower than 0.05, rejecting the null hypothesis at the 5% significance level. Thus, 
when divided into four categories, the difference among different categories is provably significant, 
and the hierarchy is clear. For the above four categories, after 17 iterations, the financial indicators of 
the final cluster centers are obtained as shown in Table 2. We calculate the average of the 17 financial 
indicators of the four cluster centers above to obtain the following values: 2.9582, 0.4169, 2.2440, and 
−0.0706. Among them, the performance of the financial indicators of the fourth type of samples is the 
worst, and 125 of the 130 sample data marked as ST are classified into the fourth type. In other words, 
the overall financial situation of the fourth type is poor, and enterprises in this group are vulnerable to 
financial difficulties. The samples in the fourth category are classified as needing a financial risk 
warning and are marked with 1 for the convenience of later network training. The performance of 
the financial indicators of the first, second, and third categories of samples is basically good, and the 
samples of these three categories are classified as “healthy” and marked 0.

4.4 Factor analysis of the samples
To reflect the financial situation of the enterprise comprehensively and systematically, a total of 17 
financial indicators are selected in the indicator system above, which represent some information 
about the financial status of the enterprise from different perspectives. However, these indicators 

Table 2. List of financial indicators of cluster centers
Indicators 1 2 3 4
Current Ratio −0.0461 1.7249 −0.3307 −0.2734

Quick Ratio −0.1318 1.7517 −0.2344 −0.2777

Assets and 
Liabilities

−0.4213 −1.0965 −0.0595 0.1744

Net Interest Rate 
on Total Assets

0.6966 0.7318 0.6217 −0.1173

Return on Equity 
(ROE)

0.4678 0.3448 0.6004 −0.0556

Earnings per Share 
(EPS)

0.2362 0.5179 −0.0177 −0.0824

Sales Margin 27.6451 0.2302 0.1532 −0.0603

Total Asset 
Turnover

−0.7596 −0.2401 −0.1767 0.0389

Accounts 
Receivable Turnover

−0.0841 −0.0493 0.1012 0.0078

Current Asset 
Turnover

−0.9427 −0.4156 −0.2253 0.0670

Year-on-year 
Growth Rate of 
Total Assets

−0.0222 0.5357 −0.1757 −0.0848

Year-on-year 
Growth Rate of 
Operating Income

−1.0762 0.1393 −0.3811 −0.0209

Cash Flow Ratio 1.0739 1.3994 0.2447 −0.2232

Net Present Rate of 
Sales

24.8954 0.1237 0.1319 −0.0410

Return on Invested 
Capital

−0.0119 −0.0161 36.8357 −0.0289

R&D Investment 
Ratio

−0.6663 1.1903 0.1819 −0.1885

Shareholding Ratio 
of the Largest 
Shareholder

−0.5631 0.2146 0.8792 −0.0343
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are not completely independent. Some of the financial information they contain will be repeated. 
The larger the number of input variables, the higher the complexity of network training, thus 
reducing the training speed and model training efficiency. The larger number of input variables 
may even influence the final training effect because of collinearity.

Factor analysis is a process of simplifying the original data used by the model by means of 
dimensionality reduction. Using factor analysis, many variables with repeated information can be 
converted into a few independent common factors. This reduces the number of variables and the 
computational difficulty of subsequent experiments and retains the information of the original 
indicator system to the greatest extent. Before performing factor analysis, Kaiser—Meyer–Olkin 
(KMO) and Bartlett’s sphericity tests are performed to determine whether the data meet the 
conditions of factor analysis. The formula for the KMO test is as follows: 

KMO ¼
∑ ∑i�j rij

2

∑ ∑i�j rij
2 þ∑ ∑i�j rij�1;2...k

2 : (9) 

The closer the KMO value is to 1, the stronger the correlation of variables, and there should be 
common factors in the original data. A KMO value of 0.645 is obtained after testing the normalized 
data. Bartlett’s spherical test determines whether each variable is independent. The null hypoth-
esis is that the correlation coefficient matrix is a unit matrix. Most likely, the common factors 
cannot be extracted from the original data. At this time, it is meaningless to use factor analysis. 
After testing the normalized data, the null hypothesis is significantly rejected at the 1% level. By 
comprehensively analyzing the two tests, the sample data are confirmed to be suitable for factor 
analysis.

The variance of the common factor reflects the degree of reflection of the common factor on the 
information contained in each variable. The higher the value, the more original information is 
contained in the common factor. The variances of the common factors of the 17 indicators are 
basically large, proving that the information contained in the extracted common factors covers 
most of the information of the original variables. Hence, the extraction process is effective. Next, 
the quadrature factor after rotation is obtained by the maximum variance method, as shown in 
Table 3. The purpose of factor rotation is to reveal the most representative financial information 
contained in each common factor to facilitate the subsequent definition of the common factor.

The seven extracted common factors can be explained through Table 3. The current ratio, quick ratio, 
asset-liability ratio, and R&D investment ratio in the first public factor account for a relatively high 
proportion, indicating a comprehensive factor of debt service and innovation. The proportion of revenue 
is relatively high, indicating the profit factor. The total asset turnover and current asset turnover ratios in 
the third public factor are relatively high, indicating the asset operation factor. In the fourth common 
factor, the sales margin and net present rate of sales account for a relatively high proportion, indicating 
the sales factor. In the fifth common factor, the year-on-year growth rate of total assets and operating 
income account for a relatively high proportion, indicating the growth factor. In the sixth common factor, 
the accounts receivable turnover rate and the first major shareholders have a relatively high share-
holding ratio, indicating a comprehensive factor of operation and equity structure. The seventh public 
factor has a relatively high proportion of return on invested capital, indicating a value-creating factor. 
These seven common factors will be used as input variables for subsequent network training.

4.5 Experimental analysis

4.5.1 Experimental parameter design
There are seven neurons in the input layer of the BP neural network, indicating the seven common 
factors in the index system of Internet finance. There are two neuron nodes in the output layer— 
the financial status of two types of enterprises divided by K-means clustering. Following the 
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literature and experiments applying the BP neural network to the early warning of financial risk, we 
set the number of hidden layers to 1. Following the extreme learning machine algorithm, we set 
the hidden layer neurons to 10.

4.5.2 Training simulation experiment process
After determining the experimental parameters and network structure, we use MATLAB (R2018b) 
to train the BP neural network. Consistent with the training of the extreme learning machine 
algorithm and the radial basis function kernel support vector machine algorithm, 70% of the data 
(952 groups in total) are randomly selected as the training data set. Subsequently, 15% of the data 
(204 groups in total) are selected as the validation data set to adjust the hyperparameters in the 
network to maximize the model generalization ability. The remaining 15% of the data (204 groups 
in total) are used as the test data set.

In terms of transfer function, the tansig function is selected from the input layer to the hidden 
layer, and the purelin function is chosen from the hidden layer to the output layer. In terms of 
training functions, we choose the Levenberg—Marquardt (LM) algorithm, which requires less 
computation and has faster convergence speed. The LM algorithm is the preferred choice for 
training medium-scale network models. The maximum time of iterations is set to 1,000. The 
training error indicator selects the mean square error. The model goes through 39 iterations 
with a final error of 0.00141.

Table 3. Rotation component matrix
1 2 3 4 5 6 7

Current Ratio 0.932 0.016 −0.020 −0.016 0.085 −0.047 0.012

Quick Ratio 0.938 0.009 −0.016 −0.007 0.088 −0.050 0.014

Assets and Liabilities −0.640 −0.287 0.127 −0.005 −0.023 −0.149 0.036

Net Interest Rate on 
Total Assets

0.217 0.885 0.014 0.107 0.054 0.023 0.000

Return on Equity (ROE) 0.015 0.902 0.024 0.072 0.061 −0.027 0.009

Earnings per Share 
(EPS)

0.066 0.879 0.069 0.052 0.063 −0.063 −0.004

Sales Margin 0.048 0.259 −0.069 0.837 0.019 0.031 −0.009

Total Asset Turnover −0.067 0.047 0.956 −0.011 0.028 −0.016 −0.011

Accounts Receivable 
Turnover

−0.007 0.056 0.081 −0.016 −0.023 0.895 0.074

Current Asset 
Turnover

−0.139 0.047 0.950 −0.001 0.014 −0.008 −0.013

Year-on-year Growth 
Rate of Total Assets

0.141 0.095 −0.005 0.008 0.851 −0.040 0.007

Year-on-year Growth 
Rate of Operating 
Income

−0.073 0.037 0.037 0.004 0.861 0.059 −0.007

Cash Flow Ratio 0.549 0.240 0.100 0.193 −0.045 −0.057 0.049

Net Present Rate of 
Sales

0.050 −0.039 0.046 0.911 −0.003 −0.036 0.012

Return on Invested 
Capital

−0.003 0.008 −0.020 0.005 0.003 0.004 0.984

R&D Investment Ratio 0.583 −0.069 −0.177 0.010 −0.048 0.026 −0.034

Shareholding Ratio of 
the Largest 
Shareholder

−0.019 0.318 0.251 −0.013 −0.083 −0.450 0.155
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Figure 2 shows the mean square error as a function of training epochs. The mean square error 
clearly shows a continuous downward trend with the continuous iteration of the BP neural net-
work, and the training ends after 33 iterations. After training, it has a certain level of predictive 
ability. Figure 3 shows the regression goodness of fit of the training, validation, test, and total 
sample sets. The four R values are all close to 1, confirming good network fitting effect constructed 
by the experiment. Figure 4 is the error histogram. Evidently, the errors of the three sample data 
are mainly concentrated in 0.007, and a small part is concentrated in −0.004. The values are 
extremely small, and the line with zero error is located in the area with the densest data 
distribution. The result further proves that the experimentally constructed network has excellent 
fitting effect and strong generalizability.

According to the prediction threshold, the output results obtained by BP neural network training are 
classified to obtain a confusion matrix (Table 4). The confusion matrix reveals that, among the 204 
randomly selected groups of samples, the total number of well-managed samples is 27, and that of 
samples with financial crisis is 177. The experimentally constructed BP neural network can thus make 
correct predictions. To avoid the result being caused by the random selection of samples, repeated 
experiments are also conducted, and the average of the results of the experiments is taken to obtain 
the comprehensive performance of the network: the accuracy, precision, recall, and specificity rates 
are 99.51%, 99.71%, 99.71%, and 98.30%, respectively. These values confirm that the model obtained 
by training and simulation using the BP neural network can effectively screen enterprises with a hidden 
financial situation and will not misclassify enterprises with a good financial situation. Moreover, the 
model’s missed judgment rates are considerably low, the ability to predict the financial status of 
Internet financial companies correctly and the accuracy of predicting the occurrence of financial crises 
are high, and the overall comprehensive accuracy and forecasting efficiency are excellent.

These four indicators prove that our model has high accuracy, low omission and misjudgment 
rates, strong network generalizability, and a successful construction. Thus, it is feasible and 
effective to choose the BP neural network to construct a model for Internet financial listed 
companies. In particular, our early warning model can be used to evaluate the financial situation 
of enterprises in reality, indicating that our experiment has theoretical and practical significance.

5. Further discussion

5.1 Main conclusions
Based on the financial characteristics and risk causes of the Internet financial industry, we 
established an indicator system suitable for Internet financial enterprises. K-means clustering 
was used to divide the financial status of enterprises, and seven common factors were extracted 

Figure 2. Mean square error 
change diagram.
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from the index system by factor analysis. Finally, the BP neural network was applied to build the 
early warning model of financial risk for Internet financial enterprises. The results are summarized 
below.

Figure 3. Goodness of fit plot.

Figure 4. Error histogram.
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First, it is considerably scientific to use K-means clustering to define financial status. In this 
study, K-means clustering was used to classify the financial status of Internet financial enterprises. 
The clustering results show that 125 of the 130 sample data marked as ST in the past ten years are 
classified as having financial difficulty; the differences between different categories are significant, 
and the layers are clear. Compared with the subjective classification based on the ST standard, the 
use of a clustering algorithm to define the financial status of enterprises is objective, scientific, and 
reasonable, and overcomes the problem that the number of listed Internet finance enterprises and 
enterprises labeled as ST in this industry is extremely small, meeting the needs of the experiment.

Second, the comprehensive performance of the BP neural network is excellent. The BP neural 
network is suitable for application when internal structures are complex. A neural network with 
a single hidden layer can fit any continuous mapping function from one finite space to another. 
The Internet finance industry is an emerging industry with a relatively short development time. The 
industry order and mechanism are still gradually improving, the information is not sufficiently 
comprehensive, and the industry complexity is high. We used the BP neural network to construct 
a new model, whose accuracy, precision, recall, and specificity rates are 99.51%, 99.71%, 99.71%, 
and 98.30%, respectively. It can effectively screen out companies with hidden financial conditions 
without misclassifying companies with good financial conditions. The misjudgment rate and the 
omission rate are considerably low, and the overall comprehensive accuracy and forecasting 
efficiency of the model are excellent. Thus, the model can accurately identify the financial status 
of Internet financial companies and can easily predict financial crises.

5.2 Scope for future research
In this section, we will outline the scope for future research. First, the selection of early warning 
indicators of financial risk should be more comprehensive. There are many indicators for evaluat-
ing the financial status of enterprises. We only selected financial indicators that can be quantita-
tively calculated and a few non-financial indicators. In the future, we will consider adding 
quantitative or qualitative indicators in terms of the macro environment, national policies, external 
markets, and audit opinions. The diversification of indicators can better reflect the information 
inside and outside the enterprise while reducing the collinearity between indicators.

Second, we must refine the division of corporate financial status. We used the K-means cluster-
ing method to perform unsupervised learning on the data, with financial status categorized as 
“healthy” or in “crisis.” We recommend more categories of financial status, such as “healthy,” 
“general,” and “early warning” or alternatively “no alert,” “light alert,” “medium alert,” and “severe 
alert.” Richer and more diverse classifications will allow us to determine an enterprise’s financial 
status more accurately and, ultimately, help in the prudent operation of enterprises.

Finally, we must expand research on increasing early warning timeliness. Our comparative 
analysis of three different algorithm constructions showed that the simulation prediction effect 
of the BP neural network model is better. However, the early warning time is not clearly defined. 
We shall consider increasing the use of data modeling one year, two years, and three years before 
the sample year to predict the enterprise’s financial status in the sample year and subsequently 
test the early warning time of the model to enhance the practical applicability of the model.

Table 4. Confusion matrix of prediction results of BP neural network

Actual Output

Expected Output 0 1
0 27 0

1 0 177
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