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Abstract
Artificial intelligence (AI) is widely heralded as a new and 
revolutionary technology that will transform the world of 
work. While the impact of AI on human resource (HR) and 
people management is difficult to predict, the article con-
siders potential scenarios for how AI will affect our field. 
We argue that although popular accounts of AI stress the 
risks of bias and unfairness, these problems are eminently 
solvable. However, the way that the AI industry is currently 
constituted and wider trends in the use of technology for 
organising work mean that there is a significant risk that AI 
use will degrade the quality of work. Viewing different sce-
narios through a paradox lens, we argue that both positive 
and negative visions of the future are likely to coexist. The 
HR profession has a degree of agency to shape the future if 
it chooses to use it; HR professionals need to develop the 
skills to ensure that ethics and fairness are at the centre of 
AI development for HR and people management.
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1 | INTRODUCTION

Artificial intelligence (AI) is widely heralded as a new and revolutionary general purpose technology that will trans-
form the world of work (Byrnjolfsson & Macafee, 2014; Agrawal et al., 2018). While there are a number of challenges 

Abbreviations: AI, artificial intelligence; GDPR, General Data Protection Regulation; HR, human resources; HRM, human resource management; IO, 
industrial/organizational; ML, machine learning.
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in developing AI for human resource management (Tambe et al., 2019), a recent industry study found 300 plus human 
resources (HR) technology start-ups developing AI tools and products for HR or people management, with around 60 
of these companies ‘gaining traction’ in terms of customers and venture capital funding (Bailie & Butler, 2018). Re-
cently, eightfold, an AI based talent intelligence platform that helps attract, develop and retain top talent, has raised 
$220 million and is now valued at over $2 billion (Singh, 2021). Phenom, an HR technology firm that automates job 
tasks and improves the job search experience, was reported by Forbes as having ‘quietly become a billion dollar uni-
corn’ (Kelly, 2021). Accenture has made a strategic investment in the London based start-up Beamery, which offers 
its own operating system for recruitment, and has a reported valuation of $800 million (Lunden, 2021). Large global 
technology firms have also started to make AI central to their people management systems and processes (van den 
Broek et al., 2021); IBM reported that in a single year its cost savings due to implementing artificial intelligence in 
human resources exceeded $100 million (Guenole & Feinzig, 2019).

Although deployment of AI systems in business is as yet limited (Benbya et al., 2020), examples like those cited 
above suggest an AI driven future is fast approaching. In this context there are widespread popular concerns about 
whether the use of AI in HR will lead to a dystopian work future, where AIs as managers degrade the quality of work 
(Dzieza, 2020). These concerns reflect broader insider critiques of the technology industry, which argue that AI devel-
opers are overly focussed on technical and commercial priorities and neglect the ethical and societal impact of their 
work (Birhane, 2021; Crawford, 2021; Whittaker, 2021).

The contribution of this article is to bring together contrasting accounts of how AI might be deployed for HR 
and people management to address the question of how AI could affect our field. It is possible to imagine a future in 
which the deployment of AI for HR and people management leads to large gains in fairness and efficiency. However, 
AI could also usher in an increasingly dystopian future of widespread unfairness and intensified managerial control. 
Indeed, a paradox lens suggests that both imaginaries will co-exist alongside each other (Collings et al., 2021; Smith 
& Lewis, 2011). The future that emerges will depend on choices we all make. The HR profession must be engaged in 
shaping these choices. Without HR involvement, HR work risks being de-skilled and replaced by black-box algorithms 
(Callen, 2021), locking organisations into an approach to people management and patterns of work that we hoped we 
had progressed beyond (Raisch & Krakowski, 2021).

The article begins by defining and explaining what AI is, both generally and as it pertains to the field of HR. Our 
focus is on how AI will affect the HR profession, its activities and the activity of people management more broadly. 
This means that we do not explicitly address some of the broader debates about how AI will affect the quantity and 
types of jobs (Frey & Osborne, 2017; Susskind & Susskind, 2015). We then consider alternative scenarios for how AI 
might be used. We argue that the risks that the realities of AI in HR will be increasingly dystopian are real, but there 
are solutions to many of the emerging problems if we have the will to work for them. We finish by considering how 
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Practitioner notes

•  The use of artificial intelligence (AI) for human resources (HR) and people management is currently in its 
infancy

•  It is possible to conceive of optimistic and pessimistic accounts of how AI might affect HR and people 
management. A paradox lens suggests both will likely coexist in our immediate future

•  Without regulation, existing approaches to people management could lead to AI that dramatically reduces 
worker autonomy and ramps up effort and stress

•  The ethical values and practical insights of the HR profession are important if this ‘bad AI’ is to be 
contained

•  An ethical approach to AI for HR involves the full involvement of workers and stakeholders in the design 
and deployment of AI systems
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those of us who study and practice HR can take action to move towards the more desirable future, considering what 
the HR profession can do and setting out a future research agenda.

2 | WHAT IS AI?

AI is typically defined as the use of digital technology to create systems capable of autonomously performing tasks 
commonly thought to require human intelligence (Office for AI, 2019). In contrast to popular representations of arti-
ficial general intelligence in science fiction, recent advances in AI have occurred in the field of machine learning (ML), 
a sub-set of AI where digital systems autonomously improve their performance at undertaking a specific task or tasks 
over-time as the system learns through experience (Office for AI, 2019). Over the last decade there have been sig-
nificant advances in the use of ML AI in text analysis, speech recognition and comprehension and image recognition.

Conceptually, ML AI is often described as making predictions (Agrawal et al., 2018) or classification  
(Birhane, 2021; Crawford, 2021; Whittaker, 2021). An AI first identifies a classification schema and then predicts 
which categories within the schema new cases fall into. It takes a lot of effort and data to get AI to successfully make 
the first prediction but once trained, the cost of subsequent predictions should be very low (Agrawal et al., 2018). A 
complicating factor are ‘edge-cases’; new scenarios with features that the AI has not encountered before so cannot 
initially classify, for example, a candidate with a speech impediment in an automated video interview. The underlying 
issue here is the quality of the training data; is there a sufficiently representative set of data labelled sufficiently well 
for ML AI to work (Lebovitz et al., 2021)?

Over 100 papers have been published on technical aspects of applying ML AI to HR and people management 
(Jatobá et al., 2019; Strohmeier & Piazza, 2013) but there is limited evidence on the use and consequences of 
ML AI to our field in practice [van den Broek et al. (2021) are a recent exception], with most published empirical  
research focussed on investigating responses to hypothetical scenarios (Langer & Landers, 2021). Because AI is a new 
general purpose technology many of the eventual uses that it will be put have yet to be conceived (Byrnjolfsson &  
Macafee, 2014); therefore AI is likely to have unforeseen consequences. Any attempt to assess its expected impacts 
on our field must proceed with (and be read with) caution. Nevertheless, it is important to study the phenomenon 
now, because this is the moment at which it is, perhaps, possible to shape and improve on the direction of travel 
(Bailey & Barley, 2020; Benbya et al., 2020; Glickson & Woolley, 2020; Whittaker, 2021).

3 | AN OPTIMISTIC VISION OF THE FUTURE

Central to an optimistic vision of the future is the idea that ML AI can dramatically improve the efficiency and fairness 
of how people are managed (Chamorro-Premuzic et al., 2019; Guenole & Feinzig, 2019). We will explore how this 
might happen through investigation of AI use cases currently being developed. In many ways, the focus of these use 
cases represents a continuation of existing trends in HR technology. What marks out AI as new and different is the 
scale, accuracy and efficiency of the cognitive tasks that it can undertake.

Among the most common use cases is AI that resolves the twin difficulties businesses face in identifying appli-
cant pools of people with the knowledge, skills, abilities and attitudes that the business needs and in making cost-ef-
fective decisions about who to select from available applicant pools. While existing application management systems 
can partially automate selection by filtering out applications without key words relevant to the post, the promise of 
AI is that new systems will be able to seek out and advertise posts to new applicant pools (doing the job currently 
done by recruitment consultants more cheaply and at greater scale) and then automate early stages of selection by 
using a combination of more sophisticated algorithmic analysis of CVs and applications, gamified applicant tests and 
robot interviews that select candidates with job relevant traits and skills that mirror those of the businesses existing 
top employees. The use of ML AI will mean that organisations can recruit and select highly efficiently from larger 
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applicant pools without selection decision-making being biased by recruiter heuristics (e.g. educational background) 
and biases (e.g. gender and ethnicity) that have no relevance for job performance.

If this use case becomes established, the same principles and can be applied to decision making about work-
force planning and talent management within organisations. ML AIs can use a range of digital data from employee 
software use, communications, manufacturing and service delivery censors, and audio and video image feeds to 
judge employee performance more accurately and fairly than human managers are able to do, and then use this 
information to make or recommend decisions such as which staff to employ, where and when, who to promote into 
which role, and which staff to award pay rises to in order to optimise motivation and retention (Angrave et al., 2016; 
Charlwood, 2021; Guenole & Feinzig, 2019; Kellogg et al., 2020).

AI could also dramatically improve the efficiency and quality of HR operations more generally through chatbot 
use (Strohmeier & Piazza, 2015), which is now a common application of AI technology in HR. HR chatbots allow 
humans (e.g., workers, prospective applicants) to interact with virtual agents in natural language. The chatbot can 
respond instantly to user prompts in any language, at any time of day and on any day of the year. Chatbots can provide 
information and in certain cases can even complete tasks (e.g., actioning request for an employment reference, or 
adding calendar notifications for events such as planned leave or travel, booking places on training courses), allowing 
human experts to focus on more complicated queries where human expertise adds value.

4 | A PESSIMISTIC CASE

Our pessimistic case focuses on possible consequences of the sorts of use cases set out above for workers and so-
cieties. The central problem is that firms tend to introduce new technologies in ways that reduce worker autonomy, 
wages, and job security.

5 | MANAGEMENT, LABOUR AND TECHNOLOGY

Labour process theory posits that firms are compelled by the logic of profit seeking to constantly change production 
and service delivery to bring down labour costs, and that the indeterminacy of labour creates a strong tendency to 
make greater use of surveillance and monitoring technologies in pursuit of this goal (Thompson, 2010: p. 10; Kellogg 
et al., 2020). A range of evidence supports these propositions. Procurement of previous technological innovations 
has depended on technology advocates framing the case for the technology around increased efficiencies and lower 
labour costs (Bailey & Barley, 2020; Thomas, 1994). Globally, the decline in the share of income going to labour since 
1970 has been driven by increasing investment in information technology assets (O’Mahoney et al., 2020). Declining 
worker power and technology use have resulted in workers working harder with reduced autonomy and control over 
how they work (Green et al., 2021; Williams et al., 2020). The key question then is how will this general tendency to 
adopt technologies that improves efficiency while degrading work interact with the specific technology of ML AI?

6 | THE TECHNOLOGY INDUSTRY AND COMMERCIALISATION OF AI

Automation and augmentation represent different ideological paradigms for AI design (Markoff, 2016). The logic of 
labour process theory is that potential purchasers of AI are likely to favour automation, so AI developers will likely 
gravitate to this approach (Kochan, 2021). The ethical and societal consequences of a widespread automation ap-
proach are likely to be downplayed because developers take only a narrow view of ethics; commercial considerations 
come first (Crawford, 2021; Simonite, 2021). Broader critiques of the technology industry suggest a disregard for 
ethics and societal impact is hard-wired into it (Birhane, 2021; Crawford, 2021; Whittaker, 2021; Zuboff, 2019). 

CHARLWOOD and GUEnOLE732

 17488583, 2022, 4, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/1748-8583.12433 by R

eadcube (L
abtiva Inc.), W

iley O
nline L

ibrary on [14/08/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



The issue here is not that problems of biased and unfair AIs cannot be solved. It is that developers of AI have no 
interest in trying to solve the ethical and societal problems that the deployment of AI might cause (Birhane, 2021;  
Crawford, 2021). Critics may question the internal logics that drive AI classification schema (Crawford, 2021) or  
argue that AI use cases in the field of HR are nothing more than snake-oil because the internal logics of classification 
systems are fundamentally flawed but as yet these critiques do not appear to have dented the intellectual confidence 
of AI advocates in offering ‘snake-oil’ products (Narayan, 2019).

7 | THE EARLY REALITIES OF ML AND AI IN PEOPLE MANAGEMENT

The retail and distribution sectors offer a taste of the new world of work that is being ushered in by AI ML. The 
relative simplicity of tasks has allowed for substantial use of algorithms to classify and predict the most efficient 
way of working, extracting maximum effort from workers while only offering low paid and insecure jobs in a form 
of digital Taylorism (Moore, 2019). Most notoriously, accounts of Amazon warehouses are replete with examples of 
workers sustaining serious injuries and working to the point of absolute physical exhaustion as a result of the pace 
and intensity of work (Bloodworth, 2018; O’Connor, 2021). Amazon has attracted further opprobrium for automating 
workers dismissals (Bort, 2019). In the retail sector scheduling algorithms seek to minimise retailer labour use while 
also minimising the numbers of workers who work enough hours to qualify for the enhanced benefits, resulting in 
instability of hours and income (Schulte, 2020; Ton, 2012). Algorithmic management tools with similar effects are be-
ing developed and deployed in the nascent ‘gig work’ sector of technologically mediated, hyper flexible employment 
(Duggan et al., 2020; Möhlmann et al., 2021).

To date, the use of algorithmic management has been confined by the limits of technology to controlling rela-
tively simple tasks where relatively structured data is generated automatically through sensors. The ability of AI to 
recognise images and undertake more complex pattern recognition tasks is likely to increase monitoring and reduce 
worker autonomy in new sectors of employment. Bars and restaurants are starting to use their security cameras to 
feed AIs that monitor and manage the performance of serving staff (Matsakis, 2019). Hospitals are starting to use 
algorithm-based systems to prioritise and allocate nursing tasks. Amazon has recently started to roll out use of AI 
linked cameras to monitor the activities of its delivery drivers (Sonnemaker, 2021). The broad concern here is that AI 
facilitates a world of constant surveillance at work.

Arguably, these problematic examples arise from aspects of the ideology of AI ML developers that means they 
favour automation of decision-making over augmentation (Markoff, 2016) because they believe that using AI ML 
will result in better outcomes than traditional decision making by domain experts. The problems of this approach are 
carefully described in a recent ethnographic study of the development of an ML tool for hiring graduate recruits in 
a multinational company (van den Broek et al., 2021). Developers had little domain knowledge, and actively sought 
to exclude domain knowledge from the development of the tool, favouring a purely data-driven approach. Domain 
experts in the company commissioning the tool successfully pushed back, arguing that without domain knowledge 
it was impossible to determine the employee performance characteristics the ML tool was trying to predict and that 
hiring decisions would be taken on the basis of predictors that had no causal impact on employee performance. 
Dangerous cases of AI use are likely to occur where domain experts are excluded from the design and development 
of AI tools.

8 | IS A BETTER FUTURE POSSIBLE?

The optimistic and pessimistic accounts set out above are not mutually exclusive. A paradox lens suggests that the 
development of AI will be shaped by contradictory demands which will result in aspects of both co-existing (Smith 
& Lewis, 2011). The key question then is what can be done to contain the negative and promote the positive? In 

CHARLWOOD and GUEnOLE 733

 17488583, 2022, 4, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/1748-8583.12433 by R

eadcube (L
abtiva Inc.), W

iley O
nline L

ibrary on [14/08/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



answering this question, we stake out two claims. First, problems of AI bias are eminently solvable. Second, while the 
threat of AI snake-oil is real, it is possible to develop fair, ethical and efficient AI ML if design is informed by domain 
knowledge.

9 | MANAGING THE BIAS CHALLENGE

In responding to Google's dismissal of her colleague Timit Gebru, Margaret Mitchell (who was also subsequently dis-
missed, Simonite, 2021) made an insightful comment about the nature of bias in artificial intelligence: ‘When diving 
deep into operationalising the ethical development of artificial intelligence, one immediately runs into the “fractal 
problem”. This may also be called the “infinite onion” problem. That is, each problem within development that you 
pinpoint expands into a vast universe of new complex problems. It can be hard to make any measurable progress as 
you run in circles among different competing issues, but one of the paths forward is to pause at a specific point and 
detail what you see there.’ Here we try to pause, look around, and describe what we see with reference to the bias 
debate around AI in HR systems.

10 | DEFINING BIAS

In the context of AI in HR, adverse impact is a technical term referring to majority and minority group differences in 
the employment related opportunities, for example, hiring, promotion and termination, that are distributed as a result 
of using an AI system. The differences in the opportunities distributed across groups may result from real differences 
between groups, or they may be due to AI models measuring differently or predicting differently for different groups. 
Until recently, the computer science community has not had a method for differentiating these two possibilities, 
although recent work has started link the social science and computer science fields on this issue (Hutchinson & 
Mitchell, 2019).

In any event, improving models so that they do function in the same way for all groups does not always suffi-
ciently reduce adverse impact to the point of no concern. Under North American Civil Rights law, if any differences 
are sufficiently large to violate the 4/5 rule as evidenced by a statistical test (i.e. if the selection rate for a group is less 
than 80% of the group with the highest selection rate), then irrespective of whether they are due to real differences 
between groups or due to the AI system measuring or predicting differently, the AI system is producing adverse im-
pact (EEOC, 1979; Scherer, 2017). In the computer science literature, the terms adverse impact, bias, and fairness are 
used interchangeably to describe this scenario, and indeed, that seems to be the way the media and popular culture 
understand bias too.

To industrial psychologists, however, this would only be considered adverse impact. It does not demonstrate 
bias, as it is quite possible to have adverse impact with an AI system that measures and predicts equivalently across 
groups (i.e., the AI bases decisions on real differences between groups), that is, you can have a system that is unbiased 
but still produces adverse impact. This distinction is of fundamental importance, because removing adverse impact 
caused by true differences from an AI system typically leads to lower predictive accuracy of future job performance 
(Pyburn et al., 2008). Social scientists call this the diversity-validity dilemma. In short, some organisations may be 
comfortable with different selection rates based on an AI tool, if the decisions are being made on job related criteria, 
and if the scores from the AI system predicts performance in the same way for all groups. Indeed, this is the way the 
US courts interpret the situation, which much of the world looks to as the most evolved example of how to regulate 
adverse impact. Adverse impact does not violate US legislation if the test scores are predictive of performance (albeit 
organisations do have to show no alternative predictor was available that was as effective and showed lower adverse 
impact).

CHARLWOOD and GUEnOLE734
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Psychologists and statisticians also have a well-developed set of analytical tools for dealing with bias/adverse 
impact that are primarily content related, they use alternative tests or predict broader performance criteria (for a very 
detailed review of such methods, see Ployhart & Holtz, 2008). Computer scientist have also developed new methods 
to tackle adverse impact (Bellamy et al., 2018) that are primarily methodological. They include pre-processing tech-
niques that can transform the predictor set to retain as much information as possible while divorcing the predictor 
variables of any statistical relationship to protected attributes like race or gender; training constraints that force mod-
els to deliver balanced predictions in the model building phase can also be employed; and post-processing methods, 
for instance, using a coarser scoring system that makes similar scores equal.

11 | MISCONCEPTIONS

A typical objection at this stage, is that the types of data that would be used by ML AI are not good enough for the 
task of predicting job related outcomes; ‘most HR data is bad data’ (Buckingham, 2015) because HR data are based 
on subjective opinions and judgements that are themselves likely to contain biases against minority groups. We think 
this objection is mistaken. Advanced latent variable models exist today that allow measurement and prediction of 
latent variables based on inferences about behaviours that can be seen and measured (e.g., questionnaire responses; 
Bollen, 1989; Kline, 2015) and we can examine whether these work equally well for all groups.

A second objection is that because training data is often based on data regarding white males, models will in-
evitably be biased in favour of white males (as was the case Amazon's abandoned hiring ML system, described by 
Bort, 2019). Yet, no well-trained IO psychologist would build a selection system that naively replicates existing top 
performers, including their gender and ethnicity, and this is not how well-designed AI systems operate either. First, 
a job analysis would be carried out that identified the knowledge, skills, abilities and attributes (KSAOs) that are re-
quired for successful performance. Next, assessments are designed that assess these attributes. It is the difference in 
scores on these job-related attributes that determine candidate ranking in competitive hiring situations. The key point 
here is that domain knowledge can ensure that AI ML systems do not reproduce the discriminatory behaviours pro-
duced by human biases if it is used in the development of AI systems. Job analysis alone will not resolve the problem 
of adverse impact, but it can help resolve the problem of new hires mirroring the performance irrelevant demographic 
characteristics of past successful candidates. Examples of AI systems where domain knowledge was not applied and 
which failed as a result do not mean that discriminatory AIs are inevitable.

A final objection is that ML AI models are all black boxes and cannot be examined closely to see why there is 
adverse impact. But AI systems are only functionally black boxes, in the sense that it is impractical to step through 
every input to decision a system makes. There are methods for understanding what is happening inside the black box, 
although the complexities involved make it impractical in many circumstances. Furthermore, model explainability is 
an active and fast-developing field of research in artificial intelligence (Holzinger et al., 2019) and there are numerous 
techniques for evaluating variable importance today (e.g., Shap values: Sundararajan & Najmi, 2020) which mean that 
our ability to explain black box AI models is constantly improving.

Our overall point here is that biased AIs are not inevitable. There are a number of tools and methods that can be 
used to develop AIs that are largely free of bias, and we can use existing industrial psychology principles to manage 
adverse impact. The challenge is to ensure that these methods are widely adopted in our field. What can we do to 
bring this about?
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12 | THE ROLE OF THE HR PROFESSION

It would perhaps be tempting for the HR profession to adopt the critiques of Crawford (2021), Birhane (2021), 
Narayan (2019) and Zuboff (2019) in arguing that AIs cannot accurately classify human behaviour at work and that 
the use of AI in HR should be resisted because it represents an ideological project to control human behaviour that 
replaces autonomy with dependency, diminishing our common capacity for flourishing. This would be a natural po-
sition for many in the profession to take given widespread scepticism about the quantification of HR (Greasley & 
Thomas, 2020). However, we think this impulse should be resisted because AI in HR and people management is likely 
to happen whether we like it or not. Engagement will likely result in better outcomes than unsuccessful resistance, 
and we have outlined what we believe is a strong case for a positive future for AI in HR.

Domain knowledge and expertise is essential for the development of AI tools that work as intended, are fair and 
which do not reproduce existing organisational biases (van den Broek et al., 2021; Jacobs & Wallach, 2021). It is also 
important for senior and experienced professionals to work closely with those who develop and operate automating 
technologies to ensure that their knowledge and expertise is used to inform use and understanding of the automat-
ing algorithms (Callen, 2021). While augmentation and automation are often portrayed as alternative approaches to 
designing and deploying AI, in practice AI systems are likely to be more effective if the two approaches are combined 
and successful combination is likely to depend on the incorporation of HR professionals expert knowledge (Raisch & 
Krakowski, 2021; van den Broek et al., 2021).

Achieving fairness in AI systems is not just a matter of applying domain knowledge alongside appropriate tech-
nical fixes. Processes of development and deployment matter too. AI can only be ethical if it is based on consultation 
with and the involvement of stakeholders (particularly employees and prospective employees) who will be affected 
by the AI at the design, development and deployment stages (Leslie, 2019). Without HR involvement in negotiating 
the development of AI with those affected, the risks of unfair and biased AIs that negatively affect workers will likely 
increase.

Engagement is also needed to secure a future for the HR profession that is worth having. The use of ML AI in 
HR has the potential to significantly disrupt the routines of HR work in ways that are difficult to predict (Murray 
et al., 2021). Evidence from other knowledge professions that have been extensively exposed to algorithmic auto-
mation suggests that those who use these systems without questioning or understanding the recommendations that 
the system produces become de-skilled, rapidly losing the professional expertise and commercial acumen that are the 
basis of their role and status. By contrast, when knowledge workers constantly question and interrogate algorithmic 
systems and configure social interactions that develop and maintain their expertise they are able to maintain status 
(Callen, 2021).

If the HR profession is to put its espoused ethical values regarding the importance of human dignity and justice 
(e.g. AHRI, 2016; CIPD, 2020; CPHR, 2016; SHRM, 2014) into practice and safeguard its own future role and status, 
individual HR practitioners need to gain the skills to play a full role in developing and implementing AI ethically. This 
will require upskilling. Scholz (2020) outlines the components of what he calls ‘big data literacy’: an understanding 
of the principles of computation, statistics and critical thinking. An understanding of these things confers an under-
standing of what AI can realistically do, how it does it and what might go wrong. It is important that HR professional 
recognise they have a degree of personal responsibility for the use of AI in their organisations, instead of speaking the 
language of responsible and ethical management while evading responsibility for taking action (Grigore et al., 2021).

Human resources professional bodies could also do institutional work (Lawrence & Suddaby, 2006) to promote 
voluntary standards to guide procurement and development of AI for HR tools and systems (Moore, 2020). Such 
standards could include a requirement for suppliers to have diverse engineering teams, both because it is not ethi-
cally acceptable to exclude representatives of diverse communities from design teams if those communities will be 
affected by the AI system and because there is evidence to suggest that more diverse teams produce less biased 
AIs (Cowgill et al., 2020). There could be standards for transparency around the origins of training data used in 
models and data curation practices to promote the availability of training datasets less likely to result in bias (Jo & 
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Gebru, 2019), and standards for model explainability, so that it is clear which features are important in producing 
AI outputs. Use of data sheets that document all aspects of the provenance of models provide one tool for trans-
parency (Hutchinson & Mitchell, 2019). Standards should also include processes for stakeholder consultation and 
engagement because an ethical approach to AI requires that those affected by the AI should be able to participate 
in decisions over its development (Berg, 2019; Leslie, 2019; Tambe et al., 2019). The Recruitment and Employment 
Confederation has recently produced guidance that starts to address these points, but there is scope to go further 
(REC, 2021). Voluntary standards alone are unlikely to be enough to kerb ‘bad AI’ in our field. Can statutory regulation 
provide necessary safeguards?

13 | REGULATING AI FOR HR

In the USA, civil rights legislation provides some protection for workers because employers will be legally vulnerable 
if they use AI tools that result in adverse impact for minority groups unless they can prove that adverse impact is the 
result of factors that are predictive of job performance while also protecting worker privacy outside of work (Dattner 
et al., 2019; Scherer, 2017). However, while this body of law might constrain the development of discriminatory AIs 
for decision making over hiring, promotions and pay, it does little to constrain AI being used to increase employer 
dominion over workers while at work through new tools for monitoring and controlling worker activity.

In Europe, the European Commission is looking to build on the protections for workers provided by the General 
Data Protection Regulation (GDPR) through new regulation on AI, a draft of which was published in April 2021. The 
regulation posits that the use of AI for hiring, promotion, pay decision making and for management and control of 
workers is ‘high risk’ requiring significant safeguards to be put in place if AI is to be used for these purposes. How-
ever, critics point to the absence of enforcement mechanisms, with employers left to decide how to manage the 
risks themselves through adherence to a set of standards and worry that the EU regulation could undermine more 
stringent national statutes (De Stefano & Aloisi, 2021; Veale & Borgesius, 2021); a number of European states already 
have laws which state that algorithmic management tools can only be introduced if agreed with worker representa-
tives through co-determination processes (Aloisi & Gramano, 2019).

More broadly, AIs as managers throw up a set of legal challenges that existing employment law in most countries 
is ill-equipped to deal with. For example, who is legally accountable for decisions made by AI? (Adams-Prassl, 2019). 
Therefore if we want to avoid ‘bad AI’ in HR and people management, new laws to deal with the challenges that 
AI poses will be needed regardless of where we are in the world. Given the ethical values of the AI profession, and 
the threat to these values posed by unscrupulous employers using AI, logically HR professional bodies should be 
advocating for such regulation. However, it is also important to recognise the difficulties involved in bringing new 
regulation about given existing power relationships between technology companies and states (Crawford, 2021;  
Gebru, 2021; Whittaker, 2021) and between labour and capital within states. Therefore embedding pluralism within 
HR practice (Dundon & Rafferty, 2018), for example, by recognising the legitimacy of independent worker representa-
tion through trade unions so that workers have access to countervailing power resources that can offer protection 
from exploitation and discrimination by AIs (Moore, 2020), is important too: ‘When workers have power, it creates 
a layer of checks and balances on the tech billionaires whose whim-driven decisions increasingly affect the entire 
world’ (Gebru, 2021).

14 | FUTURE RESEARCH DIRECTIONS

Finally, what role can academic research play? Academic research into AI is particularly needed now because this is 
the moment at which research can influence how AI use in organisations develops (Bailey & Barley, 2020; Benbya 
et al., 2020; Glickson & Woolley, 2020; Whittaker, 2021). The relative novelty of AI mean that as yet, there have been 

CHARLWOOD and GUEnOLE 737

 17488583, 2022, 4, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/1748-8583.12433 by R

eadcube (L
abtiva Inc.), W

iley O
nline L

ibrary on [14/08/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



only a few attempts to theorise the role and impact of AI in HR and in the field of management more broadly. Mur-
ray et al. (2021) have theorised new forms of agency that AIs and humans may jointly enact. Makarius et al. (2020) 
have theorised that the employee-AI relationship will depend on the novelty and scope of the AI being deployed and 
put forward a framework to explain how organisations can deploy AI. Raisch and Krakowski (2021) have critiqued 
extant thought leadership that sees augmentation and automation as competing design approaches, and posit that 
automation and augmentation approaches are interdependent in practice. Teodorescu et al. (2021) have developed a 
typology augmentation approaches and consider the research questions that arise from this typology. In our specific 
field of HR, Prikshat et al. (2021) put forward a structural-functionalist theoretical model to predict the conditions 
that will lead AI adoption and the likely consequences of different antecedents and processes of adoption. These 
articles all contain interesting ideas and insights, but we tend to agree with Von Krogh (2018) that research into AI in 
our field is at the pre-theoretic stage. What is needed is qualitative phenomenological research that can provide the 
basis for novel theoretical insights.

Bailey and Barley (2020) echo this with a call for ethnographic field studies that unpick how AI is being used in 
practice. How do they reconfigure divisions of labour and social relations within organisations? This type of research 
would be particularly valuable for understanding how AI is affecting the HR profession; how are the tasks of HR 
practitioners changing, is AI up-skilling or de-skilling them? How much agency do they have to moderate the impact 
of AI on their work? How does augmentation work in practice, that is, how do HR practitioners and managers use the 
outputs and recommendations of AI systems in their activities and decision-making? Questions that the evidence and 
analysis of van den Broek et al. (2021) have started to address, illustrating the rich potential for this sort of research.

Bailey and Barley also call for research that extends beyond the social construction of AI design and use. They 
argue for research that considers the ideologies and power dynamics of those who develop and commission AI for 
the purposes of managing and organising. What are designers trying to achieve and why? What factors, ideological 
and institutional, shape the decisions of those procuring (or not) AI systems? In our field, this points to the need to 
study the growing business eco-system of AI for HR start-ups identified by Bailie and Butler (2018). What areas of HR 
activity are their products focussed on? What are their motivations and intentions in developing their products? Who 
are their customers and what are their aims and objectives in procuring AI for HR systems? Research to uncover this 
new institutional field might include mapping surveys, ethnographic studies of HR tech start-ups, and ethnographic 
engagement with industry experts to identify broader trends and issues.

Finally, it is also important to study the consequences of AI on workers and by extension society, including the 
professional and societal behaviours, norms and institutions that arise from the use of AI in our field (Bailey & Bar-
ley, 2020; Langer & Landers, 2021). Audit studies of organisations using AI and ML tools for recruitment and selection 
can reveal the extent to which the use of these tools reproduces, neutralises or intensifies the forms of discrimination 
that audit studies of traditional selection methods have revealed. How does the use of AI in HR and people manage-
ment affect worker wellbeing and change the norms and the values they attach to work and employment? How do 
trade unions and NGOs respond and engage with firms introducing AI for people management tasks and activities? 
How do those doing the work of developing ML AI in our field respond to these societal–institutional forces shaping 
their activities? Do they seek to establish their own professional and ethical norms and standards?
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